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Abstract

Large chemical reaction networks often exhibit distinctive features which can be interpreted as higher-level structures. Prime examples are metabolic pathways in a biochemical context. In this contribution we review mathematical approaches that exploit the stoichiometric structure, which can be seen as a particular directed hypergraph, to derive an algebraic picture of chemical organizations. We then give an alternative interpretation in terms of set-valued set-functions that encapsulate the production rules of the individual reactions. From the mathematical point of view, these functions define generalized topological spaces on the set of chemical species. We show that organization-theoretic concepts also appear in a natural way in the topological language. This abstract representation in turn suggests the exploration of the chemical meaning of well-established topological concepts. As an example, we consider connectedness in some detail.
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1 Introduction

A distinguishing feature of chemistry is that the changes of molecules upon interaction are not limited to quantitative physical properties such as free energy, density, or concentrations, since molecular interactions not only produce more of what is already there. Rather, novel molecules can be generated. This is the principal difficulty for any theoretical treatment. Dynamical systems models of chemistry start from a fixed set a molecular species and trace the time-dependence of their concentrations, in the same manner as population dynamics describes frequencies of genes or organisms. In this picture, molecules, genes, and biological species are reduced to mere indices of the concentration variables, while their properties are implicitly described by rate constants that must be determined outside these theories. On the other hand, one (or maybe the) interesting question in chemistry is which (novel) molecules arise in a given situation.

Walter Fontana and Leo Buss [19, 20] introduced the term constructive dynamical system for such a setting in which (structural) innovation is a defining property of dynamics. In the context of a theory for biological organization they identified and discussed in detail the lack of a theory for constructive dynamical systems. Their work emphasizes an algebraic point of view, in which the interactions, i.e., in the chemical context, the reactions, are viewed as algebraic operations. Fontana’s AlCheMy [18, 20], for example represents molecules as $\lambda$-calculus expressions. Reactions are defined by the operations of “application” of one $\lambda$-term to its reaction partner. The result is a new $\lambda$-term.

It is worth noting in this context that chemical reactions can in turn be regarded as a model of computation, a possibility that is realized for example in the Chemical Abstract Machine [6]. A wide variety of different computational paradigms has been used in artificial chemistry models from strings and matrices to Turing machines and graphs [1, 2, 5, 13, 44, 51, 56, 57]. We refer to [12] for a review.

Large-scale chemical reaction networks arise in very different situations, from the metabolic networks of living cells [17] to the chemistry of planetary atmospheres [61] and combinatorial chemistry, see for example [36]. Furthermore, artificial chemistry models at various levels of realism can be used to generate very large reaction networks, with the particular aim of determining generic properties [4]. This begs the question concerning the analysis of large-scale structures in such networks.

The first approaches towards a systematic understanding of chemical reaction networks were based on an analysis of stoichiometry in mass action reaction systems [7, 16, 33, 41, 42, 50]. Results such a the deficiency-zero theorem provide a link between network structure and reaction kinetics [15, 28, 39, 40]. Metabolic flux analysis [7, 17, 34, 47] developed analogous concepts, such as “flux modes” that describe the dominant reaction pathways within the network. From a mathematical point of view, the problem is to find the extremal rays of a cone that is determined by the stoichiometric matrix $S$, see below for details. The extremal flux vectors are closely related to the (directed) cycles of the network graph [26]. The theory of Petri nets [46] and oriented matroids [45] is mathematically closely related.

Particular classes of chemical reaction networks, namely those in which reactions are catalyzed by other members of the network, are of particular interest in the context of origin-of-life models [37, 43]. The emergence of autocatalytic sets is investigated in terms of a closure function that identifies self-sustaining sets where every reaction is catalyzed by a molecule in the set [38].

Based on Fontana’s ideas, Peter Dittrich and Pietro Speroni di Fenizio recently presented a rigorous mathematical theory of Chemical Organizations based on notions of self-maintenance and closure [11]. From a mathematical point of view, their work emphasizes lattice theoretic structures.

Concepts from point set topology appear to have been rarely applied to chemical reaction networks. Some of us argued, motivated by applications of topological concepts in evolutionary biology [9, 21, 22, 53, 54, 59], that a chemical system can be meaningfully described by a generalized closure function that determines what can be constructed from a given set of molecular species [52]. Such a closure function defines in a natural way a topological structure on a chemical reaction system. In this contribution we discuss the connections between the Chemical Organizations and generalized
2 Chemical Reactions

Let \( X \) be a (finite or infinite) set of chemical species (molecular types). A chemical reaction on \( X \) is a pair of formal linear combinations of elements of \( X \):

\[
\rho : \sum_x \bar{\alpha}_{x,\rho} x \rightarrow \sum_x \alpha_{x,\rho} x, \quad \text{with} \quad \alpha_{x,\rho} \geq 0 \quad (1)
\]

For each reaction \( \rho \) we define its domain (the set of educts) and its image (the set of products):

\[
\text{dom}\rho = \{ x \in X | \bar{\alpha}_{x,\rho} > 0 \}, \quad \text{img}\rho = \{ x \in X | \alpha_{x,\rho} > 0 \}. \quad (2)
\]

We say that \( \rho \) is catalyzed if both \( \bar{\alpha}_{x,\rho} > 0 \) and \( \alpha_{x,\rho} > 0 \) for some \( x \in X \). In this case, \( x \) is a catalyst of \( \rho \). The set of catalysts of \( \rho \) is thus \( \text{dom}\rho \cap \text{img}\rho \). Chemical reactions are often modeled as pairs of multisets (e.g. in [11]), corresponding to integer stoichiometric constants. However, there does not seem to be a technical or computational advantage associated with this restriction. Hence we allow arbitrary non-negative values of \( \alpha_{x,\rho} \) and \( \bar{\alpha}_{x,\rho} \).

A chemical universe is a pair \( (X, \mathcal{R}) \), where \( \mathcal{R} \) is a set of chemical reactions on \( X \). It can be represented by an arc-weighted bipartite directed graph \( \Gamma(X, \mathcal{R}) \) with vertex set \( X \cup \mathcal{R} \), arcs \( x \rightarrow \rho \) with weight \( \bar{\alpha}_{x,\rho} \) if \( \bar{\alpha}_{x,\rho} > 0 \), and arcs \( \rho \rightarrow x \) with weight \( \alpha_{x,\rho} > 0 \) if \( \alpha_{x,\rho} > 0 \). See Fig. 1 for an example.

We will regard all reactions as irreversible. Reversible chemical reactions are thus represented as two different reactions \( \rho \) and \( \bar{\rho} \) in \( \mathcal{R} \) satisfying \( \bar{\alpha}_{x,\rho} = \alpha_{x,\rho} \) and \( \bar{\alpha}_{x,\rho} = \bar{\alpha}_{x,\rho} \).

This framework is general enough to treat open multi-phase systems: Chemical species in different phases or compartments are treated as different molecular types. Transport between phases is represented by reactions of the form \( \tau : x_i \rightarrow x_j \). A special type of transport reactions is influx into the system and outflux from the system, represented by \( \varphi_x : \emptyset \rightarrow x \) and \( \psi_x : x \rightarrow \emptyset \).

Note that we do not assume any internal structure of the chemical species \( x \). Thus, our formalism does not incorporate conservation of mass or atom types. This is convenient, since it allows us to deal e.g. with replicator systems [35] of the form \( I_k + I_l \rightarrow 2I_k + I_l \). To be chemically plausible, such a system must consume building material for the second copy of the template \( I_k \) and produce low-energy waste. One commonly assumes in this context that the building material is “buffered”, i.e., supplied externally at a constant concentration, and that the waste is removed and does not influence the replication process. For our purposes, \( I_k + I_l \rightarrow 2I_k + I_l \) is therefore a perfectly valid
If only a subset \( A \) of all chemical species \( X \) is present in the reaction mixture, then only those reactions can take place whose educts \( \text{dom} \rho_i \) are elements of \( A \). This is only true for \( \rho_2 \) in the shown reaction network.

“chemical” reaction. The formalism developed here is therefore also applicable to artificial chemistry models.

Let us now consider an arbitrary subset \( A \subseteq X \), as exemplified by Fig. 2. Clearly, a chemical reaction \( \rho \) can take place in a reaction mixture composed of the molecules in \( A \) if and only if \( \text{dom} \rho \subseteq A \). The collection of all possible reactions in the universe \((X, \mathcal{R})\) that can start from \( A \) is thus given by

\[
\mathcal{R}_A = \{ \rho \in \mathcal{R} | \text{dom} \rho \subseteq A \}.
\] (3)

### 3 Stoichiometric Matrix and Flux Vectors

The first formal approach to analyzing the structure of complex reaction networks was probably Clarke’s Stoichiometric Network Analysis [7]. As in related later developments such as Metabolic Flux Analysis (see e.g. the book [17] and [24, 47–49] for recent developments in this area), its mathematical starting point is the stoichiometric matrix \( S \).

If \( X \) and \( \mathcal{R} \) are finite, it makes sense to define the stoichiometric matrix \( S \) of \((X, \mathcal{R})\) with entries

\[
s_{x, \rho} = \alpha_{x, \rho} - \bar{\alpha}_{x, \rho}.
\] (4)

Even if \( X \) and \( \mathcal{R} \) are infinite it is still meaningful to introduce a stoichiometric matrix \( S_A \) on \( A \) in the same way for all \( x \in A \) and \( \rho \in \mathcal{R}_A \) provided these two sets at least are finite.

We say that \( x \) is produced by reaction \( \rho \) if \( s_{x, \rho} > 0 \) and that it is consumed by \( \rho \) is \( s_{x, \rho} < 0 \).

For our purposes it will also be convenient to work with a modified stoichiometric matrix \( \hat{S}_A \) of \((X, \mathcal{R}_A)\) that in addition includes outflux reactions for all \( x \in X \). The entries of \( \hat{S}_A \) are \( s_{x, \rho} \) for all \( x \in X \) and all \( \rho \in \mathcal{R}_A \) except outflux reactions and additional entries \( s_{x, \psi_x} = -1 \) for the outflux reactions of all \( x \in X \).

A flux vector \( J \) is a non-negative vector indexed by the reactions \( \rho \in \mathcal{R} \). In passing we note that several authors allow negative fluxes in the case of reversible reactions [34, 47]; instead, we represent reversible reactions as a pair \( \rho, \bar{\rho} \). The entries \( SJ \) are the production or consumption rates of chemical species, i.e., the kinetics of a chemical reaction can be always written in the form

\[
\frac{d}{dt}[x] = (SJ)_x.
\] (5)

A flux vector \( J \) is called stationary if \( SJ = \bar{\sigma} \). Obviously, fixed points of the kinetic equations (5) imply stationary flux vectors. Note that in Eq. (5) \( J \) depends on the current concentration vector changing in time, while \( S \) is constant. See Fig. 3 for an example.
We immediately observe the following relationships between $\mathbf{S}_A$ and $\hat{\mathbf{S}}_A$: A flux vector $\mathbf{J}$ can be extended to a stationary flux vector w.r.t. $\hat{\mathbf{S}}_A$ if and only if $(\mathbf{S}_A\mathbf{J})_x \geq 0$ for all $x \in A$.

### 4 Chemical Organizations

In [11] a formal Theory of Chemical Organizations is outlined based on the following definitions:

1. A subset $A \subseteq X$ is “closed”\(^1\) if for all reaction $\rho$ with $\text{dom} \rho \subseteq A$ we have $\text{img} \rho \subseteq A$.
2. The “closure” $C(A)$ of a set $A$ is the smallest “closed” set containing $A$. A similar closure function plays a crucial role in the theory of “catalytic reaction systems” by Mike Steel and Wim Hordijk [37].
3. A set $A$ is semi-self-maintaining if every species $x$ that is “consumed” (i.e., there is a reaction $\theta \in \mathfrak{R}_A$ such that $s_{x, \theta} < 0$) is also produced (i.e., there is a reaction $\rho \in \mathfrak{R}_A$ such that $s_{x, \rho} > 0$).
4. A set $A$ is called a semi-organization if it is “closed” and semi-self-maintaining.
5. A set $A$ is called self-maintaining if there exists a flux vector with the following properties: (1) $J_\rho > 0$ for all $\rho \in \mathfrak{R}_A$, (2) $J_\rho = 0$ for all $\rho \notin \mathfrak{R}_A$, (3) $(\mathbf{S}\mathbf{J})_x \geq 0$ for all $x \in A$.
6. A set $A$ is called an organization if it is “closed” and self-maintaining (Fig. 3, right chart).

The structural part (Section 2) of the theory of chemical organizations [11] is mostly concerned with lattice-theoretic considerations, such as conditions under which the set of all organizations of a chemical universe $(X, \mathfrak{R})$ forms a lattice.

In order to demonstrate the relevance of chemical organizations, we generated two series of networks of increasing size using the ToyChem Model [5]. There, a chemical reaction network is generated by starting with a list of seed molecules and predicting the outcomes of the reactions between them, and repeating this process iteratively on the resulting molecules. For the first series, the complexity of the chemistry increased at each step by adding new chemical species to the starting

---

\(^1\) We use quotes here to distinguish the definition of a closed set in the sense of the theory of Chemical Organizations from the topological notion of a closed set. As we shall see, these two definitions are related but not quite the same.
Fig. 4. Change of the set of organizations in a growing network. Network size increases by increasing the number of allowed molecules (left chart), or the number of starting molecules (right chart). For each network size, the sizes of all organizations form a distribution (○) which is shown with its mean (connected by the bold black line) and its entropy (connected by a black line).

molecules, as opposed to the second series, where the molecular size threshold above which reactions were neglected was increased. Thus in the former case new chemical species are introduced without allowing new reactions between old chemical species at each step, whereas in the latter case new reactions are allowed at each step. We expect that an organization is preserved when only new chemical species are introduced. Indeed, this is nicely illustrated by the first resulting series of sets of organizations, as seen in Fig. 4 (right chart). In contrast to Fig. 4 (left chart), the lattice of organizations of a smaller subnetwork is a sublattice of the lattice of organizations of the a bigger network. Organization theory thus lets us study the modularity of a reaction network. Whereas some networks lead to the complex lattice shown in Fig. 4, the purine synthesis network of [3] leads only to a set of organizations composed of the empty set and the complete network. This seems to indicate that the purine synthesis is not modular.

5 Set-Valued Set-Functions

In [52] we considered the set of molecular types that can be produced by chemical reactions from subsets \( A \in \mathcal{P}(X) \) as a function of the set \( A \), with \( \mathcal{P}(X) \) being the power set, i.e., the set of all subsets of \( X \). Using the notation introduced in the previous section, the function \( p' \) can be written as

\[
p'(A) = \bigcup_{\rho \in \mathcal{R}_A} \text{img}\rho.
\]

A slightly more restrictive definition takes into account that a molecular species \( x \) may be effectively destroyed in a reaction \( \rho \) but still appears on the r.h.s. of that chemical equation. This is the case if \( 0 < a_{x,\rho} < \bar{a}_{x,\rho} \). Thus we set

\[
\tilde{p}'(A) = \bigcup_{\rho \in \mathcal{R}_A} \{ x \in X | s_{x,\rho} > 0 \}.
\]

These functions, however, have the sometimes undesirable property of excluding inert species that only act as catalysts or that are not touched by any reaction, i.e., the set

\[
k(A) = \{ x \in A | s_{x,\rho} = 0 \ \forall \rho \in \mathcal{R}_A \}.
\]

In many situation it will be more natural to consider

\[
p(A) = p'(A) \cup k(A) \quad \text{and} \quad \tilde{p}(A) = \tilde{p}'(A) \cup k(A).
\]
Formally, \( p, p', \hat{p}, p' \) and \( \hat{p}' \) are functions \( \mathcal{P}(X) \rightarrow \mathcal{P}(X) \), so called *set-valued set functions*. In a sense, these functions describe the structure of the chemical network on an aggregate level by the compound outcome of reaction mixtures.

Comparing these definitions and the definition of “closed” and semi-self-maintaining sets we find:

**Lemma 1** A set \( A \) is “closed” if and only if \( p'(A) \subseteq A \). A set \( A \) is semi-self-maintaining if and only if \( A \subseteq \hat{p}(A) \).

**Proof:** Recall, that \( A \) is “closed” if and only if \( \text{img} \rho \subseteq A \) whenever \( \rho \in \mathcal{R}_A \). Now suppose \( A \) is semi-self-maintaining. If \( x \in A \) is consumed by some reaction then it must be produced in some reaction, i.e., \( x \in \hat{p}'(A) \). If \( x \) is not consumed by any reaction then \( s_{x, \rho} \geq 0 \) for all \( \rho \in \mathcal{R}_A \), i.e., either \( x \in k(A) \) or there is a reaction \( \tau \) with \( s_{x, \tau} > 0 \), in which case \( x \in \hat{p}'(A) \). It follows that in each case \( x \in \hat{p}(A) \). Conversely, suppose \( x \in \hat{p}(A) \). Then \( x \in \hat{p}'(A) \), i.e., \( x \) is produced by some reaction, or \( x \in k(A) \), i.e., \( x \) is not consumed by any reaction. If follows that \( A \) is semi-self-maintaining.

Now, a semi-organization can be described as a fixed-point of the set-valued set-function \( \hat{p} \):

**Theorem 1** A subset \( A \subseteq X \) is a semi-organization of \((X, \mathcal{R})\) if and only if \( \hat{p}(A) = A \).

**Proof:** Consider a semi-organization \( A \). With Lemma 1, this is equivalent to \((p'(A) \subseteq A \land A \subseteq \hat{p}(A))\), which is equivalent (cf. Eq. (6) and Eq. (7)) to \((\hat{p}'(A) \subseteq A\land A \subseteq \hat{p}(A))\), which is, because \( k(A) \subseteq A \), equivalent to \((\hat{p}'(A) \cup k(A) \subseteq A \land A \subseteq \hat{p}(A))\), which is equivalent to \( \hat{p}(A) = A \).

Lemma 1 suggests consideration of other set-valued set-functions that might be used to characterize self-maintenance. We shall see that this approach leads in a rather natural way to a family of such functions.

We say \( x \in A \) is *maintainable* in \( A \) if for each \( \rho \in \mathcal{R}_A \) with \( x \in \text{dom} \rho \) there is a flux vector \( J \) such that (1) \( J_\rho > 0 \) and (2) \( \mathbf{S}_A J = \bar{\sigma} \). In other words, \( x \) is maintainable in \( A \) if no reaction \( \rho \in \mathcal{R}_A \) inevitable leads to the depletion of \( x \). In particular, \( x \) is maintainable in \( A \) if it is not required for any reaction of \( A \) at all. Let \( m(A) \) denote the set of maintainable species in \( A \).

**Lemma 2** A set \( A \) is self-maintaining if and only if each \( x \in A \) is maintainable in \( A \), i.e., if \( m(A) = A \).

**Proof:** By taking a suitable positive (convex) combination we see that there is a flux vector \( J_x^* \) satisfying \( \mathbf{S}_A J_x^* = \bar{\sigma} \) and \( J_{\rho}^* > 0 \) for all \( \rho \in \mathcal{R}_A \) with \( x \in \text{dom} \rho \). Taking again a suitable positive convex combination we can construct a stationary flux vector \( J^* \) (w.r.t. \( \mathbf{S}_A \)) such that \( J_{\rho}^* > 0 \) for all
Lemma 3 For all $A \subseteq X$, $m(A) \subseteq \tilde{p}(A)$ holds.

Proof: If $x \in m(A)$ then there is a stationary flux vector satisfying $J_\rho > 0$ for all $\rho \in \mathcal{R}_x := \{ \rho \in \mathcal{R}_A | x \in \text{dom}\rho \}$. If $\mathcal{R}_x = \emptyset$ then $x \in k(A)$. If this is not the case then either $s_{x,\rho} = 0$ for all $\rho \in \mathcal{R}_x$ (in which case $x \in k(A)$ again), or there is at least one reaction $\rho$ with $s_{x,\rho} \neq 0$. Since $J$ is stationary with $J_\rho > 0$ for all $\rho$, in particular those with $s_{x,\rho} < 0$, it follows that there is at least one reaction $\tau \in \mathcal{R}_A$ with $s_{x,\tau} > 0$ (otherwise $J$ could not be stationary). In this last case $x \in \tilde{p}'(A)$. □

The construction of $m(A)$ is somewhat unsatisfactory because it does not distinguish between those species that can be produced from the set $A$ from those that cannot be regenerated, e.g., after a perturbation decreasing their concentration. Such a modified concept would be of particular interest, e.g., in the context of metabolic networks, and is therefore made more precise in the following.

Let us say that $x \in X$ is stationarily produced from $A$ if there is a stationary flux vector $J$ (w.r.t. $\tilde{S}_A$) such that $J_{\psi_x} > 0$, i.e., if the stationary flux produces an excess of $x$ that we have to remove using the outflux reaction $\psi_x$ in order to maintain balance. Note that we do not require each reaction with $x \in \text{dom}\rho$ to have non-zero flux here. In fact, e.g. in the context of metabolic networks it makes sense to assume that we can “switch off” certain reaction channels.

Now define $s(A)$ as the set of all species that are stationarily produced from $A$. It is easy to show that there is a stationary flux vector that simultaneously produces all $x \in s(A)$: For each $x \in s(A)$, find a flux vector $J_x$ that produces $x$ and take a strictly positive convex combination $J^*$ of these vectors. Clearly $J^*$ is again a stationary flux vector on $A$ and by construction $J_{\psi_x} > 0$ for all $x \in s(A)$.

The set of all such stationary flux vectors from a cone $\mathcal{K}_s$.

By construction, $x \in s(A)$ implies that there is at least one reaction $\rho \in \mathcal{R}_A$ that produces $x$, i.e., $s_{\rho,x} > 0$ for some $\rho \in \mathcal{R}_A$. Consequently, $s(A) \subseteq \tilde{p}'(A)$.

An even stronger requirement on the flux vectors is to assume that there is inevitably a loss in all species that are produced. Formally, this means

$$J_{\psi_x} > 0 \text{ for all } x \in \bigcup_{\rho: J_\rho > 0} \text{img}\rho$$

(10)

Let $s^*(A)$ be the set of all $x \in X$ such that there is a stationary flux vector $J$ on $A$ satisfying conditions (10). By the same argument as above there is a stationary flux vector $J^*$ satisfying (10) and $J_{\psi_x} > 0$ for all $x \in s^*(A)$ and an associated cone $\mathcal{K}_{s^*}$. By construction, $\mathcal{K}_{s^*} \subseteq \mathcal{K}_s$. This implies $s^*(A) \subseteq s(A)$.

It is sometimes convenient to consider only those species $x$ that are stationarily produced within a set $A$, i.e., $x \in A \cap s(A)$. Clearly, any such species can also be maintained within $A$. Thus we have $A \cap s(A) \subseteq m(A)$.

Let us summarize the mutual relationships of the set-functions defined so far:

Theorem 2 For all $A \subseteq X$ we have the following system of inclusions:

$$A \cap s(A) \subseteq m(A) \subseteq \tilde{p}(A) \subseteq p(A)$$

$s^*(A) \subseteq s(A) \subseteq \tilde{p}'(A) \subseteq p'(A)$

6 Isotonic and Non-Isotonic Functions

One of the most basic (and desirable) properties of set-valued set-functions is isotony:

A function $u : \mathcal{P}(X) \to \mathcal{P}(X)$ is isotonic if $A \subseteq B$ implies $u(A) \subseteq u(B)$.

Theorem 3 $p', \tilde{p}', s$ and $s^*$ are isotonic functions.
outflux reactions in $R_s$ network is essentially the one from Fig 5. with the additional reaction $\rho_4$. The species $x$ and $v$ are not maintainable. The set of self-maintaining chemical species is $m(A) = \{u, w, y, z\}$. If outflow is applied to the produced species in the set $A$, the set of maintainable species is reduced to the set of stationary produced species $s(A) = \{u\}$. If outflow is applied to all species in $A$, the set of stationary produced species is reduced to $s^*$, which in this case is the empty set.

**Proof:** It is easy to see that $p'$ is isotonic. If $x \in p'(A)$ then there is a reaction $\rho$ with $\text{dom}\rho \subseteq A$ and $x \in \text{img}\rho$. It follows that $\text{dom}\rho \subseteq B$ and hence $x \in p(B)$. An analogous argument works for $p'$.

In order to show the analogous results for $s$ and $s^*$ we need to make sure that enlarging the subset $A$ does not interfere with the stationary flux vectors. The following diagram shows the structure of the modified stoichiometric matrix $\hat{S}_B$. The diagonal block at the right hand side denotes the outflux reactions $\psi_x$ for each $x \in X$ with entry $-1$.

\[
\hat{S}_B = \begin{pmatrix}
\text{dom} & \text{img} \\
\text{dom} & \text{img} \\
\text{dom} & \text{img}
\end{pmatrix}
\]

We see that $\hat{S}_A$ is a submatrix of $\hat{S}_B$ with a very simple structure: the columns representing the non-outflux reactions in $R_B \setminus R_A$ are missing, otherwise the two matrices coincide. A solution of $\hat{S}_A J = 0$ thus has a corresponding solution $\hat{S}_B J' = 0$, where $J'$ is obtained from $J$ by adding 0-entries to the $R_B \setminus R_A$-coordinates; otherwise $J$ and $J'$ are identical. Clearly, we have $J_{\rho} > 0$ only for reactions with $\text{dom}\rho \subseteq A \subseteq B$ (except for outflux reactions), thus $J'$ is a stationary flux vector on $B$. Since $J$ and $J'$ coincide with respect to the outflux reactions, we have to conclude that $x \in s(A)$ implies $x \in S(B)$.

Furthermore, if $J$ satisfies (10), so does $J'$, and hence $x \in s^*(A)$ implies $x \in s^*(B)$. □

In contrast, however, $p$, $\bar{p}$, and $m$ are not isotonic in general. As a counterexample, consider the following situation: Suppose there is $x \in A$ such that $x \notin \text{dom}\rho$ for all $\rho \in R_A$. For any
flux vector $J$ satisfying the conditions in the definition of $m$ above we have $(SJ)_x = 0$ and hence $x \in m(A) \subseteq \hat{p}(A) \subseteq p(A)$. Assume furthermore, that there is a single reaction $\theta \in \mathcal{R}_B$ for some $B$ satisfying $A \subset B$ that consumes $x$, i.e., $x \in \text{dom}\theta$. Furthermore, suppose $x \notin \text{img}\theta$. Clearly, $x \notin p(B)$ and hence also not in $\hat{p}(B)$, which in turn implies $x \notin m(B)$. It follows in particular that $p(A) \not\subseteq p(B)$, $\hat{p}(A) \not\subseteq \hat{p}(B)$ and $m(A) \not\subseteq m(B)$.

A reaction network $(X, \mathcal{R})$ is a flow systems if for each $x \in X$, there is an outflux reaction $\psi_x$. It follows immediately, that $k(A) = \emptyset$ and $S_A = S_A$ for all $A \in T(X)$.

**Lemma 4** Let $(X, \mathcal{R})$ be a flow system. Then $m : T(X) \rightarrow T(X)$ is isotonic.

**Proof:** By construction there is a flux vector $J$ satisfying $S_A J = 0$, $J_p > 0$ for all $p \in \mathcal{R}_A$ in particular $J_{\psi_x} > 0$ for all $x \in m(A)$. Now consider $m(B)$. Analogously, there is a flux vector $J'$ satisfying $S_B J' = 0$. Now construct a flux vector $J^*$ such that $J^*_p = J + \varepsilon J_p$ for all $p \in \mathcal{R}_B$ with the exception of the outflux reactions $\psi_x$ with $x \in m(A)$. The flux through the latter is adjusted such that stationarity is maintained. For small enough $\varepsilon$, this can be achieved such that $J^*_{\psi_x} > 0$. It follows that $m(A) \subseteq m(B)$. □

**Theorem 4** Let $(X, \mathcal{R})$ be a flow system. Then $A$ is self-maintaining if and only if $A \subseteq s(A)$.

**Proof:** In a flow system, any stationary flux vector on $A$ satisfying $(S_A J)_x = 0$ for all $x \in A$ and $J_{\psi_x} > 0$ can be modified also to satisfy $J_p > 0$ for all $p \in \mathcal{R}_A$ by reducing the outfluxes $J_{\psi_x}$ in return. Choosing $J_p$ small enough this can clearly be done in such a way that $J^*_{\psi_x} > 0$. Thus, if $A \subseteq s(A)$ we have also $m(A) = A$. The converse is obvious. □

We remark that this result also holds for flow systems with permanent molecules [11].

**Lemma 5** Let $(X, \mathcal{R})$ be a flow system. Then for all $A$, $s(A) \cap A = m(A)$.

**Proof:** In general, a stationarily produced molecule is also maintainable in $A$, i.e., $A \cap s(A) \subseteq m(A)$. It remains to be shown that in a flow system a maintainable molecule in $A$ is stationarily produced in $A$: In a flow system there is an outflux reaction $\psi_x$ for every molecule $x \in A$. If a molecule is maintainable, this outflux reaction can be compensated (i.e., there is a stationary flux vector $J$ with $J_{\psi_x} > 0$). Therefore the molecule is also stationarily produced. □

### 7 Generalized Topologies

The connection of our exposition so far and the framework of (point set) topology is the fact that some meaningful topological concepts can already be defined on a set $X$ endowed with an arbitrary set-valued set-function. This section summarizes, and in part slightly extends, results by Day [10], Hammer [25, 30] and Gniska [27] on such structures.

Let $X$ be an arbitrary set and let $cl : T(X) \rightarrow T(X)$ be an arbitrary set-valued function. We shall see that it is fruitful to interpret $cl$ as a closure function on $X$; hence we call $cl(A)$ the closure of the set $A$. The dual of the closure function is the interior function $int : T(X) \rightarrow T(X)$ defined by

$$\text{int}(A) = X \setminus cl(X \setminus A). \quad (12)$$

Given the interior function, we obviously recover the closure as $cl(A) = X \setminus (\text{int}(X \setminus A))$. Note that the distinction of closure and interior is completely arbitrary in the absence of additional conditions.

The most immediate connection between chemical organizations and topological concepts is provided by the “closure” function $C$ denoted in [11] by $G_{CL}$.

On the other hand, we might as well use any of the set-valued set-functions defined in the previous sections to capture the topological structure of a chemical reaction network. We argue that the most natural choice is the closure function

$$cl(A) = p(A) \cup A = \hat{p}(A) \cup A = p'(A) \cup A = \hat{p}'(A) \cup A. \quad (13)$$
Indeed, $\text{cl}(A)$ describes the state of the chemical system after the products obtainable from $A$ have been produced but before the original material has been consumed completely (e.g., Fig. 3, second column of the table). It is easy to check that $\text{cl}$ is isotonic and enlarging.

The function $\text{cl}$ also has an easy relation with the “closure” $C(A)$: by construction $A \subseteq C(A)$. Since $C(A)$ is closed, it must also contain everything that can be generated from $A$, i.e., $p(A) \subseteq C(A)$, and hence $\text{cl}(A) \subseteq C(A)$. But this implies that $C(A) = \text{cl}(\text{cl}(A))$. Repeating the argument, we see $\text{cl}^n(A) \subseteq C(A)$ for all $n$. In the case of infinite sets, $n$ may be any ordinal number. It can be proven that there is in general a smallest ordinal number $\eta$ such that $\text{cl}^\eta(A) = C(A)$. The closure function $\text{cl}$ is implicitly used in the “generate closure” operator in [11].

In topological theory, a set $A \in \mathcal{P}(X)$ is closed if $A = \text{cl}(A)$ and open if $A = \text{int}(A)$. Clearly, $A$ is closed if and only if $A = C(A)$. A set $A$ is open if its complement $X \setminus A$ is closed. In contrast to “classical” topology, open and closed sets do not define the structure of our chemical universe. Nevertheless, these sets define interesting subsets [11, 14].

Alternatively, we could use $i(A) = \text{p}(A) \cap A$ as an interior function. (Note that $i(A)$ and $\text{cl}(A)$ are in general not duals.) In the resulting topological structure, semi-self-maintaining sets correspond to semi-self-maintaining set contained in $A$. In this structure, semi-self-maintaining sets are exactly the open sets in $(X, i)$.

Both the idempotent closure $C$ and the idempotent interior $I$ are used explicitly in [11] as a means to generate “closed” and semi-self-maintaining sets. In fact, $\text{cl}$ and $i$ are used implicitly to computationally construct $C$ and $I$, respectively.

Interestingly, any extended topology (isotonic space) can be seen as a “combination” of an expanding and a contracting isotonic function, i.e., as a closure and an interior function defining two different neighborhood spaces:

**Lemma 6** Let $u : \mathcal{P}(X) \to \mathcal{P}(X)$ and $v : \mathcal{P}(X) \to \mathcal{P}(X)$ be two isotonic functions such that $u(A) \subseteq A \subseteq v(A)$ and let $w(A) = u(A) \cup [v(A) \setminus A]$. Then $u(A) = w(A) \cap A$ and $v(A) = w(A) \cup A$.

**Proof:** Direct computation. □

Let $\text{cl}$ and $\text{int}$ be a closure function and its dual interior function on $X$. Then the neighborhood function $\mathcal{N} : X \to \mathcal{P}(\mathcal{P}(X))$ assigns to each point $x \in X$ the collections

$$\mathcal{N}(x) = \{ N \in \mathcal{P}(X) | x \in \text{int}(N) \}$$

(14)

of its neighborhoods. Closure and neighborhood are equivalent [10]. More precisely:

$$x \in \text{cl}(A) \iff (X \setminus A) \notin \mathcal{N}(x) \quad \text{and} \quad x \in \text{int}(A) \iff A \in \mathcal{N}(x).$$

(15)

See Fig. 7 for an example and the Supplement for further details.

8 Connectedness

Topological connectedness is closely related to separation. Two sets $A, B \in \mathcal{P}(X)$ are semi-separated if there are neighborhoods $N' \in \mathcal{N}(A)$ and $N'' \in \mathcal{N}(B)$ such that $A \cap N'' = N' \cap B = \emptyset$; they are separated if there are neighborhoods $N' \in \mathcal{N}(A)$ and $N'' \in \mathcal{N}(B)$ such that $N' \cap N'' = \emptyset$.

A set $Z \in \mathcal{P}(X)$ is connected in a space $(X, \text{cl})$ if it is not a disjoint union of a nontrivial semi-separated pair of sets $A, Z \setminus A, A \neq \emptyset, Z$.

For proofs of the statements in this paragraph we refer to the supplementary material of [52]. If $(X, \text{cl})$ is isotonic then $A$ and $B$ are semi-separated if and only if $\text{cl}(A) \cap B = A \cap \text{cl}(B) = \emptyset$. Connectedness in isotonic spaces can thus be characterized by the Hausdorff-Lennes condition: a set
Fig. 7. Minimal neighborhoods for each of the species \( i \in \{x, y, z, u, v, w\} \) in a reaction network composed of two “elementary” reactions (bold arrows) and a super-reaction (dashed arrows) which performs the same chemical transformation as the superposition of the two elementary reactions. By definition, all supersets of neighborhoods are also neighborhoods. In contrast to graphs, the minimal neighborhoods are not unique. For instance, \( w \) has the two minimal neighborhoods \( \{w, x\} \) and \( \{w, y\} \).

\[
\begin{align*}
N(x) &= \{x\} \\
N(y) &= \{y\} \\
N(z) &= \{z\} \\
N(u) &= \{u, z\} \\
N(v) &= \{\{v, x\}, \{v, y\}\} \\
N(w) &= \{\{w, x\}, \{w, y\}\}
\end{align*}
\]

\( Z \in \mathcal{P}(X) \) is connected in an isotonic space \((X, \text{cl})\) if and only if for each proper subset \( A \subseteq Z \) it holds that
\[
[\text{cl}(A) \cap (Z \setminus A)] \cup [\text{cl}(Z \setminus A) \cap A] \neq \emptyset.
\]

The collection of connected sets satisfies the following three properties in isotonic spaces [29]:

(c1) If \( Z \) consists of a single point, then \( Z \) is connected.
(c2) If \( Y \) and \( Z \) are connected and \( Y \cap Z \neq \emptyset \), then \( Y \cup Z \) is connected.
(c3) If \( Z \) is connected, then \( \text{cl}(Z) \) is also connected.

There have been several attempts to use connectedness as the primitive notion in topological theory [31, 32, 60].

This topological notion of connectedness nicely coincides with the notion of connectedness in directed graphs: in this case \( \text{cl}(A) \) is the set of out-neighbors of the vertices \( x \in A \) plus \( A \) itself. Thus \( A \) is connected unless there is a non-trivial bi-partition \( A' \), \( A'' \) of \( A \) without an arrow pointing from \( A' \) to \( A'' \) or vice versa.

However, this notion has severe shortcomings in more general neighborhood spaces. Intuitively, one would like to consider subspaces of \((X, \mathcal{P})\) that are spanned by a single reaction as connected sets. However, this is in general not the case. Consider \( X = \{u, v, x, y\} \) with a single reaction \( \rho: u + v \rightarrow x + y \). One easily can check that \( A = \{u, x\} \) and \( \bar{A} = \{v, y\} \) form a semi-separation, hence \( X \) is not connected; see also Fig. 8. Topological connectedness is thus too restrictive in the context of chemical reaction networks.

Another natural notion of connectedness derives from the hypergraph representation [55, 62] of \((X, \mathcal{R})\): We might say that a set is “graphically connected” if it is connected in the “substrate graph” of \((X, \mathcal{R})\) [58], which is obtained by connecting two molecules \( x \) and \( y \) whenever they are involved in the same reaction \( \rho \), i.e., \( \{x, y\} \) is an edge if and only if there is a reaction \( \rho \) such that \( \{x, y\} \subseteq \text{dom} \rho \cup \text{img} \rho \). This notion of connectedness, however, does not really seem very useful, since it is easy to construct quite large graphically connected sets on which not a single reaction is possible. To see this, we consider the following construction. We start from

\[
B_x = \bigcup_{\rho : x \in \text{dom} \rho} (\text{dom} \rho \cup \text{img} \rho)
\]
if $Z$ in digraphs), semi-separation and productive separation coincide, hence if and only if it is connected in this case.

**Proof**

**Lemma 8** Consider a chemical universe $(X, \rho)$ with $\text{dom}\rho \cup \text{img}\rho = X$ and $\text{dom}\rho \neq X$. Then $(X, \rho)$ is productively connected w.r.t. the closure function $p$.

**Proof:** Consider a proper split $\{A, \bar{A}\}$ of $X$, i.e., $A \cup \bar{A} = X$, $A \cap \bar{A} = \emptyset$, and both $A$ and $\bar{A}$ are non-empty. We can distinguish two major cases: (i) $\text{dom}\rho \subseteq A$ and (ii) $\text{img}\rho \setminus A$ and $A \setminus \text{img}\rho$ are

and remove molecules $y \neq x$ until $\text{dom}\rho \not\subseteq B'$ for any $\rho$. By construction, each $y \in B'$ is connected to $x$ in the substrate graph, thus $B'$ is graphically connected. In general, $B'$ can be a very large set.

As a middle ground we propose consideration of a more restrictive notion of separation between sets. This concept then implies a less restrictive notion of connectedness.

We say that $A, B \in \mathcal{P}(X)$ are **productively separated** if for all $Z \subseteq A \cup B$ it holds that

1. $\text{cl}(Z \cap A) \cap B = \emptyset$ and $\text{cl}(Z \cap B) \cap A = \emptyset$
2. $\text{cl}(Z) = \text{cl}(Z \cap A) \cup \text{cl}(Z \cap B)$.

If $(X, \text{cl})$ is an isotonic space, then $A$ and $B$ are semi-separated if condition (1) holds for all $Z \subseteq A \cup B$. (To see this, observe that isotony implies that (1) is true for all $Z \subseteq A \cup B$ whenever it is true for $Z = A \cup B$.) Condition (2) becomes trivial in additive spaces. In non-additive spaces, however, (2) encapsulates an important property: from two productively separated sets we cannot produce anything that we cannot obtain from the individual sets. In terms of our chemical networks, there are no reaction products that we can obtain only by mixing $A$ and $B$.

**Lemma 7** Suppose $A$ and $B$ are productively separated in an isotonic space $(X, \text{cl})$. Let $A' \subseteq A$ and $B' \subseteq B$ be non-empty. Then $A'$ and $B'$ are also productively separated.

**Proof:** Follows directly from the definition (choosing $Z = A' \cup B'$).

It is now natural to call a set $Z$ **productively connected** if it cannot be decomposed into two non-empty subsets $Z'$ and $Z'' = Z \setminus Z'$ with $Z' \cap Z'' = \emptyset$ that are productively separated. In general, if $Z$ is connected, then it is also productively connected. In pretopological spaces (and in particular in digraphs), semi-separation and productive separation coincide, hence $Z$ is productively connected if and only if it is connected in this case.

The following lemma shows that productive connectedness matches much closer our intuition of a “connected” reaction network. Indeed, most individual reactions correspond to connected sets:

**Lemma 8** Consider a chemical universe $(X, \rho)$ with $\text{dom}\rho \cup \text{img}\rho = X$ and $\text{dom}\rho \neq X$. Then $(X, \rho)$ is productively connected w.r.t. the closure function $p$.

**Proof:** Consider a proper split $\{A, \bar{A}\}$ of $X$, i.e., $A \cup \bar{A} = X$, $A \cap \bar{A} = \emptyset$, and both $A$ and $\bar{A}$ are non-empty. We can distinguish two major cases: (i) $\text{dom}\rho \subseteq A$ and (ii) $\text{img}\rho \setminus A$ and $A \setminus \text{img}\rho$ are

Fig. 8. Illustration of the concepts separated, semi-separated and productively connected. (Left chart) The reaction network is separated although from a graph theoretical view point, the network is connected. This classification makes sense since in a chemical sense nothing new is gained by the super-reaction (dashed arrows) which holds the network together in the sense of graph theory. (Middle chart) The reaction network is semi-separated. (Right chart) The reaction network is productively connected with respect to $p'$ since something new is produced from the union of the subsets $(p'(\{x\}) = p'(\{y\}) = p'(\{x\}) \cup p'(\{y\}) = \emptyset$ and $p'(\{x\} \cup \{y\}) = \{y\}$). With respect to $p$ the reaction network is not productively connected because nothing new can be produced that was not already part of one of the two subsets $(p(\{x\}) = \{x\}, \ p(\{y\}) = \{y\}$ and $p(\{x\}) \cup p(\{y\}) = p(\{x\} \cup \{y\}) = \{x, y\})$. 

both non-empty. The third case, \( A \cap \text{img} \rho = \emptyset \), reduces to case (i) by exchanging \( A \) and \( \bar{A} \).

Case (i): we have \( X = p(\text{dom} \rho) \subseteq p(A) \), i.e., \( p(A) \cap \bar{A} \neq \emptyset \), and hence the split \( \{A, \bar{A}\} \) is not a semi-separation of \( X \).

Case (ii): we have \( p(A) = A \) and \( p(\bar{A}) = \bar{A} \), i.e., the split \( \{A, \bar{A}\} \) is a semi-separation. There is, however, \( Z = \text{dom} \rho \) such that \( p(Z \cap A) = Z \cap A, p(Z \cap \bar{A}) = Z \cap \bar{A} \), and hence \( p(Z \cap A) \cup p(Z \cap \bar{A}) = Z \).

On the other hand, \( p(Z) = X \). By assumption, \( Z \neq X \). Thus the split \( \{A, \bar{A}\} \) is not productively semi-separation of \( X \).

It follows that \( (X, \{\rho\}) \) does not admit a productive semi-separation w.r.t. \( p \), hence it is productively connected w.r.t. to \( p \). \( \square \)

Note that \( (X, \{\rho\}) \) is in general not connected w.r.t \( p \) if \( \text{img} \rho \subseteq \text{dom} \rho = X \), Fig. 8.

It seems natural to call a reaction “topologically elementary” if (i) \( \text{img} \rho \not\subseteq \text{img} \rho \) and (ii) there is no other reaction \( \rho' \) with \( \text{dom} \rho' \cup \text{img} \rho' \subseteq \text{dom} \rho \cup \text{img} \rho \) with the exception of the reverse reaction \( \rho' = \bar{\rho} \).

The following theorem shows that productively connected sets can be built up from overlapping “topologically elementary” reactions. It will be an interesting question to characterize the connected sets that are spanned by individual topologically non-elementary reactions.

**Theorem 5** In neighborhood spaces, productive connectedness has the following properties:

(c1) If \( Z \) consists of a single point, then \( Z \) is productively connected.

(c2) If \( Y \) and \( Z \) are productively connected and \( Y \cap Z \neq \emptyset \) then \( Y \cup Z \) is connected.

(c3) If \( Z \) is productively connected, then \( \text{cl}(Z) \) is also productively connected.

(c4) Let \( \{Z_i | i \in I\} \) be an arbitrary collection of connected sets such that \( \bigcap_{i \in I} Z_i \neq \emptyset \). Then \( W := \bigcup_{i \in I} Z_i \) is connected.

**Proof:** Property (c1) is trivial since there is no non-trivial partition.

Suppose that \( Y \cup Z \) can be decomposed into two non-empty productively separated sets \( P \) and \( Q \). By Lemma 7 \( P \cap Y \) and \( Q \cap Y \) are also productively separated unless one of the intersections is empty. Since \( Y \) is assumed to be productively connected, we have to assume that one of the intersections is empty. The same argument can be made for \( Z \). Thus the only possibility is \( Y \subseteq P \) and \( Z \subseteq Q \) (or vice versa). On the other hand, we have \( Y \cap Z = \emptyset \). It follows that \( Y \cup Z \) must be productively connected.

A similar argument shows that \( \text{cl}(Y) \) is connected. Again, suppose \( \text{cl}(A) = P \cup Q \) for two productively separated sets \( P \) and \( Q \). In a neighborhood space, \( Y \subseteq \text{cl}(Y) \). Thus \( P \cap Y \) and \( Q \cap Y \) are semistable unless one of them is empty. It follows that either \( Y \subseteq P \) or \( Y \subseteq Q \). But then either \( \text{cl}(P) \) or \( \text{cl}(Q) \) contains \( \text{cl}(Y) \) by isotony, i.e., either \( Q \) or \( P \) is empty, a contradiction. Hence \( \text{cl}(Y) \) is productively connected.

Suppose \( W \) is not connected. Then there is a productive separation \( W = W' \cup W'' \) with nonempty sets \( W' \) and \( W'' \). Observe that in this case \( Z_i' = Z_i \cap W' \) and \( Z_i'' = Z_i \cap W'' \), for a productive separation of \( Z_i \) unless either \( Z_i' \) or \( Z_i'' \) is empty. By construction, there is a point \( z \in Z_i \) for all \( i \in I \). W.l.o.g. we may assume \( z \in W' \). This implies \( Z_i'' = \emptyset \) and hence \( Z_i \subseteq W' \) for all \( i \), and hence \( W'' = \emptyset \), contradicting the assumption that \( W \) admits a productive separation. Therefore, \( W \) is connected. \( \square \)

It follows immediately that for each set \( A \) and each point \( x \in A \) the connected component \( A[x] \) of \( A \) that contains \( x \) is well defined:

\[
A[x] = \bigcup \left\{ A' \subset A | x \in A' \text{ and } A' \text{ is connected} \right\}.
\] (18)

We see that productive connectedness provides an generalization of the usual notion of connectedness in neighborhood spaces that has the same convenient mathematical properties and a more intuitive interpretation. Since the two concepts coincide for the much better studied pretopological and topological spaces, one might argue that productive connectedness is the most natural notion of connectedness in neighborhood spaces.
9 Conclusion and Outlook

We have shown here how the stoichiometric picture of a chemical reaction network can be interpreted within the framework of point-set topology. Specifically, we consider a set of molecular species to be a (generalized) topological space, whose structure is determined by mutual accessibility via chemical reactions. The translation of concepts from chemical reaction network theory to this much more abstract mathematical framework gives access to a rich “language” and a collection of concepts – including connectedness (a focus in this study), compactness, convergence, regularity, and uniformity — that have been developed and explored by mathematicians for more than a century. We have demonstrated here in some detail how these topological notions can be translated back to the concrete case of chemical reaction networks. As our understanding of structural properties of large-scale chemical networks is still in its infancy, it remains an interesting research agenda to explore the chemical meaning of these abstract concepts in chemical reaction network theory. The same basic mathematical theory describes for example search spaces in molecular evolution as well as in combinatorial optimization settings that use complex search operators such as cross-over [54].

The basic “building blocks” of the topological approach are set-valued set-functions that describe which molecules can be generated from a given seed set of compounds. These functions implicitly arrange the “chemical universe” in a way that places molecules close to each other if they can be interconverted by applying few elementary reactions. Chemical organization theory [11] naturally can be re-formulated in the topological language, with organization taking on the role of appropriately defined closed sets.

The reformulation of chemical organization theory in topological terms and the theorems derived here have also practical implications. The definition of self-maintenance in terms of a set-valued set-function highlights algebraic properties of this function which in turn suggest novel avenues for algorithmic improvements. For instance, our results (Section 5, Lemma 2) show that self-maintenance can be verified by checking each molecule separately to determine whether it is maintainable, instead of trying to find a flux vector that maintains all molecules at once. Even if this does not lead to faster algorithms, we might use the concepts of “maintainable” and “stationarily produced” as a measure of the degree of maintainability of a set of molecules. For instance, the relative size of the set of stationarily produced molecules can be taken as a structural measure of robustness of an organization, because stationarily produced molecules can be regenerated when destroyed. Furthermore we can take the new concepts to explain why a set is not self-maintaining, by identifying those molecules that are not maintainable.

The topological notion of neighborhood, separateness, and productively connectedness are rather abstract and yet difficult to comprehend intuitively from a biochemist’s point of view. Nevertheless we have shown that they lead to rather natural or at least interesting characterizations of the structure of a network. A challenging task will be to find their right interpretations and application range, which will be a prerequisite for making the theory accessible through software tools.

Network comparison and network alignment are interesting potential applications of our approach. Forst et al. [23] have shown that the extension of set algebra to chemical reaction networks opens the route to the identification of distinct metabolic features in two sets of organisms. Yet it is unclear if this also has interesting consequences in the topological framework.

The topological interpretation of chemical reaction networks and their organizations emphasizes the distinction between structural and dynamical properties since dynamics has to be understood as a process living on the underlying topological structures. Exploring the relation of structural features of the network to dynamical properties — as it has been done for chemical organizations ([11], Theorem 1) — has been identified as an important element of future research. For instance, Feinberg and collaborators [8] recently characterized those mass-action networks that can support bi-stable behavior on the basis of structural features of the “species reaction graph”. It will be interesting to see if their results have a natural topological interpretation as well.
As sketched above, there are various open problems, which cumulate into the fundamental question of how topological properties are related to dynamical behavior, or vice versa, how observed dynamics can be explained in terms of local topological properties of the network.
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Abstract

This supplant complements Section 7 on generalized topologies.

1 Further Remarks on Generalized Topologies

This section summarizes, and in part slightly extends, results by Day [?], Hammer [?,?] and Gnillka [?] on structures defined by a set $X$ endowed with an arbitrary set-valued set-function.

Let $c'$ and $c''$ be two generalized closure operators on $X$. We say that $c'$ is finer than $c''$, $c' \preceq c''$, or $c''$ is coarser than $c'$ if $c'(A) \subseteq c''(A)$ for all $A \in \mathcal{P}(X)$. Note that $c' \preceq c''$ and $c' \preceq c''$ implies $c' = c''$.

A function $f : (X, cl) \rightarrow (Y, cl)$ is

- **closure preserving** if for all $A \in \mathcal{P}(X)$, $f(cl(A)) \subseteq cl(f(A))$ holds;
- **continuous** if for all $B \in \mathcal{P}(Y)$, $cl(f^{-1}(B)) \subseteq f^{-1}(cl(B))$ holds.

It is obvious that the identity $i : (X, cl) \rightarrow (X, cl) : x \mapsto x$ is both closure-preserving and continuous since $i(cl(A)) = cl(A) \subseteq cl(A) = i(cl(A))$. Furthermore, the concatenation $h = g(f)$ of the closure-preserving (continuous) functions $f : X \rightarrow Y$ and $g : Y \rightarrow Z$ is again closure-preserving (continuous).

Let $(X, cl)$ and $(Y, cl)$ be two sets with arbitrary closure functions and let $f : X \rightarrow Y$. Then the following conditions (for continuity) are equivalent, see e.g. [?, Thm.3.1.]:

(i) $cl(f^{-1}(B)) \subseteq f^{-1}(cl(B))$ for all $B \in \mathcal{P}(Y)$.
(ii) $f^{-1}(int(B)) \subseteq int(f^{-1}(B))$ for all $B \in \mathcal{P}(Y)$.
Table 1
Basic axioms for Generalized Topologies.
The properties below are meant to hold for all \( A, B \in \mathcal{P}(X) \) and all \( x \in X \), respectively.

<table>
<thead>
<tr>
<th>closure</th>
<th>interior</th>
<th>neighborhood</th>
</tr>
</thead>
<tbody>
<tr>
<td>K0'</td>
<td>( \exists A : x \notin \text{cl}(A) )</td>
<td>( \exists A : x \in \text{int}(A) )</td>
</tr>
<tr>
<td>K0</td>
<td>( \text{cl}(\emptyset) = \emptyset )</td>
<td>( \text{int}(X) = X )</td>
</tr>
<tr>
<td>K1</td>
<td>( A \subseteq B \implies \text{cl}(A) \subseteq \text{cl}(B) )</td>
<td>( A \subseteq B \implies \text{int}(A) \subseteq \text{int}(B) )</td>
</tr>
<tr>
<td>isotonic, monotone</td>
<td>( \text{cl}(A \cap B) \subseteq \text{cl}(A) \cap \text{cl}(B) )</td>
<td>( \text{int}(A) \cup \text{int}(B) \subseteq \text{int}(A \cup B) )</td>
</tr>
<tr>
<td>KA</td>
<td>( \text{cl}(X) = X )</td>
<td>( \text{int}(\emptyset) = \emptyset )</td>
</tr>
<tr>
<td>KB</td>
<td>( A \cup B = X \implies A \cap B = \emptyset \implies N', N'' \in \mathcal{N}(x) \implies N' \cap N'' \neq \emptyset )</td>
<td>( \text{int}(A) \cap \text{int}(B) = \emptyset )</td>
</tr>
<tr>
<td>K2</td>
<td>( A \subseteq \text{cl}(A) )</td>
<td>( \text{int}(A) \subseteq A )</td>
</tr>
<tr>
<td>K3</td>
<td>( \text{cl}(A \cup B) \subseteq \text{cl}(A) \cup \text{cl}(B) )</td>
<td>( \text{int}(A) \cap \text{int}(B) \subseteq \text{int}(A \cup B) )</td>
</tr>
<tr>
<td>K4</td>
<td>\text{cl}(\text{cl}(A)) = \text{cl}(A) )</td>
<td>( \text{int}(\text{int}(A)) = \text{int}(A) )</td>
</tr>
<tr>
<td>K5</td>
<td>( \bigcup_{i \in I} \text{cl}(A_i) = \text{cl} \left( \bigcup_{i \in I} A_i \right) )</td>
<td>( \bigcap_{i \in I} \text{int}(A_i) = \text{int} \left( \bigcap_{i \in I} A_i \right) )</td>
</tr>
</tbody>
</table>

(iii) \( B \in \mathcal{N}(f(x)) \) implies \( f^{-1}(B) \in \mathcal{N}(x) \) for all \( B \in \mathcal{P}(Y) \) and all \( x \in X \).

The conditions (iii) can used as a definition of continuity at each individual point \( x \in X \).

The notation of a neighborhood for an individual point can be extended naturally to sets: Let \( A \in \mathcal{P}(X) \). A set \( V \) is a neighborhood of \( A \), in symbols \( V \in \mathcal{N}(A) \), if \( V \in \mathcal{N}(x) \) for all \( x \in A \). Obviously, \( \mathcal{N}(\{x\}) = \mathcal{N}(x) \).

**Lemma 1** For all \( V, A \in \mathcal{P}(X) \) we have \( V \in \mathcal{N}(A) \) if and only if \( A \subseteq \text{int}(V) \).

Almost all approaches to extend the framework of topology assume at least that the closure functions are isotonic, or, equivalently, that the neighborhoods of a point form a “stack”, see e.g. \([?, ?, ?, ?, ?]\]. The importance of isotony is emphasized by several equivalent conditions, see e.g. \([?, \text{Lem}.10]\):

(K1) \( A \subseteq B \) implies \( \text{cl}(A) \subseteq \text{cl}(B) \) for all \( A, B \in \mathcal{P}(X) \).

(K1') \( \text{cl}(A) \cup \text{cl}(B) \subseteq \text{cl}(A \cup B) \) for all \( A, B \in \mathcal{P}(X) \).

(K1") \( \text{cl}(A \cap B) \subseteq \text{cl}(A) \cap \text{cl}(B) \)

A (not necessarily non-empty) collection \( \mathcal{F} \subseteq \mathcal{P}(X) \) is a *stack* if \( F \in \mathcal{F} \) and \( F \subseteq G \) implies \( G \in \mathcal{F} \). Let us write \( \mathcal{G}(X) \) for the set of all stacks. It is important to distinguish the empty set \( \emptyset \in \mathcal{P}(X) \) and the empty stack \( \emptyset \subseteq \mathcal{P}(X) \). There is a condition equivalent to (K1) in terms of the neighborhood function: The closure function \( \text{cl} \) is isotonic if and only if \( \mathcal{N}(x) \) is a stack for all \( x \in X \).

Kuratowski’s axioms for the closure function of a topological space \([?]\) may be seen as specializations of the very general closure functions that we have considered so far. Let \( (X, \text{cl}) \) be a generalized closure space and consider the properties of the closure function for all \( A, B \in \mathcal{P}(X) \) that are listed in the first column of table ???. Columns 2 and 3 compile equivalent definitions in terms of interior and neighborhood, respectively.

Different combinations of these axioms define topological structures that have been studied to various degrees in the literature; table ???. Columns 2 and 3 summarizes the best known ones.

Dikranjan et al. \([?]\) show that the class of generalized closure space \((X, \text{cl})\) satisfying (K0), (K1), (K2), and (K4) forms a topological category. It is well known that the Čech closure spaces, which
Table 2
Axioms for various types of closure functions.
Defining axioms are marked by ●, further properties that implied are marked by ◦.

<table>
<thead>
<tr>
<th>Axiom</th>
<th>(K0)</th>
<th>(K1)</th>
<th>(K2)</th>
<th>(K3)</th>
<th>(K4)</th>
<th>(K5)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended Topology</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Brissaud</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Neighborhood space</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Closure space</td>
<td>(●)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Smyth space</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Binary relation</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td></td>
<td></td>
<td>[], [? ]</td>
</tr>
<tr>
<td>Pretopology</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Topology</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Alexandroff space</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alexandroff topology</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>[]</td>
</tr>
</tbody>
</table>