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We introduce quantum finite-state generators as a first step toward completing a computational description of observing individual quantum systems over time. We develop the mathematical foundations of quantum finite-state machines and compare nondeterministic and deterministic versions to stochastic generators and recognizers, summarizing their relative computational power via a hierarchy of finitary process languages. Quantum finite-state generators are explored via several physical examples, including the iterated beam splitter, the quantum kicked top, and atoms in an ion trap—a special case of which implements the Deutsch quantum algorithm. We show that the behavior of these systems, and so their information processing capacity, depends sensitively on measurement protocol.

PACS numbers: 05.45.-a 03.67.Lx 03.67.-a 02.50.-r 89.70.+c

I. Introduction

Recent developments in molecular spectroscopy [1–3] and experimental quantum computation [4] allow for the preparation and control of individual quantum systems that can be observed over long times through repeated measurements. Examples abound in single molecule spectroscopy [5–9] where the experimentalist ties a single molecule to a substrate and records its time-dependent fluorescence over milliseconds. In quantum computation the experimentalist subjects information stored in an initially coherent set of physical degrees of freedom—the so-called qubits stored, for example, in electronic levels [10, 11] or photon polarization [11, 12]—to a selected sequence of manipulations. The system’s resulting state is...
measured and interpreted as the output of a computation.

Quantum theory, though, often focuses only on predicting the expectation of outcomes from an ensemble of isolated measurements, which is the mean value of an observable [13]. For molecular and quantum computation experiments this is insufficient, since one needs to describe a system’s behavior. Quantum mechanics can be extended to address behavior [14], but this still leaves unanswered important questions about a system’s computational capacity. That is, given a natural system—say, a molecule that is irradiated and simply behaves in response—what is its capacity to store its history and process that information? Even if a system is designed to have a desired capacity, a question always remains about whether or not that capacity is actually used during operation. Moreover, for quantum systems, it is essential to include measurement in any description. Observation must be the basis for modeling a quantum process—either its behavior or its computational capacity. Here we introduce a computation-theoretic description of observed quantum processes that, using a combination of tools from quantum mechanics and stochastic processes, attempts to address these issues.

Due to the range of topics, in the following we try to give a self-contained treatment. We develop what is needed from automata and formal language theory as needed, though familiarity with those areas is helpful. However, readers are expected to be familiar with basic quantum physics. Citations to reference texts are given at the appropriate points.

A. Computation versus dynamics

Automata theory is the study of abstract computing devices, or machines, and the class of functions they can perform on their inputs. In the 1940’s and 1950’s, simple kinds of machines, so-called finite-state automata, were introduced to model brain function [15, 16]. They turned out to be extremely useful for a variety of other purposes, such as studying the lower limits of computational power and synthesizing logic controllers and communication networks. In the late 1950’s, the linguist Noam Chomsky developed a classification of formal languages in terms of the grammars and automata required to recognize them [17]. On the lowest level of Chomsky’s hierarchy, for example, whether or not a given sentence obeys the grammatical rules of a language is answered by a finite-state automaton.

Our understanding of the nature of computing has changed substantially in the intervening half century. In recent years the study of computation with elementary components that obey quantum mechanical laws has developed into a highly active research area; see, for instance, Ref. [18] and citations therein. This is driven, in part, by the invention in 1994 of an algorithm for factoring integers that requires a number of quantum computational steps polynomial in the number of digits in an integer [19], as opposed to an exponential number of classical logical operations. Current studies of quantum computation are focused, on the experimental side, on implementing realizations in various physical substrates [10, 20–37] and, on the theoretical, on designing schemes for suppressing error accumulation and the decoherence of quantum states; see, for example, Refs. [28–39].

An intriguing, but seemingly unrelated area of research in quantum mechanics is quantum chaos. Since any quantum dynamical system is described by the Schrödinger equation, which is linear, no chaotic behavior can arise. However, quantum systems that exhibit chaotic behavior in the classical limit, also show signatures of chaos in a semi-classical regime [31]. A well-analyzed example is found in the eigenvalue statistics and energy level spacing in atoms [32]. Here one oft-studied prototype model is that of the quantum kicked rotor [33].

Studies of quantum chaos are, in effect, extensions of the theory of nonlinear classical dynamics. Quantum maps mimicking classical nonlinear discrete-time maps have been developed for many chaotic systems, such as the Baker’s map [34] and the logistic map [35]. In these and other cases, phase space exhibits (transient) chaotic regions, dense periodic orbits, and other characteristics from nonlinear classical systems. A different approach to quantum chaos is found in the study of discrete finite-dimensional dynamical systems. An example is the well studied toy system of the quantum kicked top—a finite-dimensional spin system [14, 36]. The approach there focuses on the von Neumann entropy, a measure of how mixed a quantum state is. The von Neumann entropy is used as a signature of the transition from the (linear) quantum regime to the semi-classical chaotic regime.

In the following we develop a line of inquiry complementary to both quantum computation and quantum dynamical systems by investigating the intrinsic computation of quantum processes. Intrinsic computation in a dynamical system is an inherent property of the behavior it generates [37]. One asks three basic questions of the system: First, how much historical information is stored in the current state? Second, in what architecture is that information stored? Finally, how is the stored information transformed to produce future behavior? This approach has been used to analyze intrinsic computation in classical dynamical systems and stochastic processes [38–40]. We view the present contribution as a direct extension of this prior work and, also, as complementary to the current design and theoretical-engineering approach to quantum computation. Specifically, we focus on the dynamics of quantum processes, rather than on methods to construct devices that implement a desired function, and express the intrinsic information processing using various kinds of finite-memory devices. We emphasize the effects of measurement on a quantum system’s behavior and so, in this way, provide a somewhat different view of quantum dynamical systems for which, typically, observation is often ignored.
B. Overview

Our approach will make most sense, especially to those unfamiliar with the theory of formal languages, if we devote some time to reviewing basic automata theory and its original goals. This also allows us to establish, in a graded fashion, the necessary notation for the full development, clearly identifying which properties are quantum mechanical and which, in contrast, are essentially classical (and probabilistic). In addition, it illustrates one of the principle benefits of discrete computation theory: i.e., the classification of devices that implement different kinds of computation. Those for whom automata and formal languages are well known, though, should appreciate by the end of the review the physical and dynamical motivations, since these will be expressed within the existing frameworks of discrete computation and stochastic processes.

Most directly, we are interested, as natural scientists are, in behavior—how a system state develops over time. In the computation-theoretic setting this translates into a need to model generators. In contrast, the conventional setting for analyzing the computational power of automata centers around detecting membership of words in a language. As a consequence, the overwhelming fraction of existing results on automata concerns devices that recognize an input string—and on problems that can be recast as such. Automata that spontaneously generate outputs are much less often encountered, if at all, in the theory of computation. Nonetheless, generators are necessary if one wants to model physical processes using dynamical systems. In particular, as we hope to show, generators are a key tool for answering questions about the information processing capabilities inherent in natural processes [41].

The theory of stochastic processes [42], in contrast to computation theory, concerns itself almost exclusively with the generation of behavior. There one finds methods to quantitatively characterize statistical properties and predictive models of processes. It, however, does not typically address questions of how stochastic processes store and manipulate information. That is, it does not directly analyze the question of how structured stochastic processes are. The following attempts to answer this question by using both calculation methods from stochastic process theory and architectural classifications from discrete computation theory.

In this vein, we introduce a computation-theoretic model for quantum dynamical systems. Although quantum mechanical systems have received much attention in the last few years, there is a dearth of formal results on computational models of the behavior generated by quantum processes. The following provides such models at the lowest, finite-memory level of a presumed quantum-computation hierarchy.

The computation-theoretic models are analyzed as if they are stochastic processes. The results give a way to represent and analyze computation in natural quantum mechanical systems—providing the foundation for methods to quantify intrinsic computation of quantum dynamical systems. (Methods that will be presented elsewhere.) Quantum systems are prevalent in the molecular world, as we noted above. During its temporal evolution any such system stores some amount of historical information and uses this to generate its future behavior. With computation-theoretic models of quantum dynamics in hand, such as the ones we use here, a process’s computational capacity can be analyzed information theoretically. This is a goal with experimental consequences.

While such results should be useful for the design of quantum systems for computational tasks, design is not our goal in the following. Rather, the focus is on developing a finite-memory computational model for quantum processes and on how it can be used as a tool for identifying finite-memory processes in nature. As a practical consequence, since today all experiments testing quantum computation support only (very) finite memory and since the experiments are physical processes (in the sense in which we use the phrase), the results should be of immediate use in analyzing experimental systems.

To lay the foundations for a computational perspective on quantum dynamical systems we introduce a class of finite-state automata called quantum finite-state generators. We arrive at this by recapitulating the steps in the brief history of automata theory with which we opened. In the next section we review various kinds of formal languages and the finite-state machines that recognize and generate them, both probabilistic and non-probabilistic. The relationship between automata and languages is discussed in each case and we provide an overview (and introduce notation) that anticipates their quantum analogs. We then introduce quantum finite-state recognizers and generators and discuss their various properties. Finally, we illustrate the main ideas by analyzing specific examples of quantum dynamical systems that they can model.

II. FORMAL LANGUAGES FOR BEHAVIOR

Our use of formal language theory differs from most in how it analyzes the connection between a language and the systems that can generate it. In brief, we observe a system through a finite-resolution measuring instrument, representing each measurement with a symbol σ from discrete alphabet Σ. The temporal behavior of a system, then, is a string or a word consisting of a succession of measurement symbols. The collection of all (and only) those words is the language that captures the possible, temporal behaviors of the system.

Definition. A formal language L is a set of words w = σ0σ1σ2... each of which consists of a series of symbols σi ∈ Σ from a discrete alphabet Σ.

In the following λ denotes the empty word. Σ* denotes the set of all possible words, including λ, of any length.
formed using symbols in Σ. Similarly, Σ∗ is the set of all words of at least length one or longer. We denote a word of length L by σL = σ0σ1...σL−1, with σi ∈ Σ. The set of all words of length L is ΣL.

Since a formal language, as we use the term, is a set of observed words generated by a process, then each subword σuσu+1...σv, t ≤ u, t, v = 0, 1,..., L − 1, of a word σL has also been observed and is considered part of the language. This leads to the following definition.

**Definition.** A language L is subword closed if, for each w ∈ L, all of w’s subwords sub(w) are also members of L: sub(w) ⊆ L.

Finally, we imagine that a physical system can run for an arbitrarily long time and so the language describing its behaviors has words of arbitrary length. In this way, a subword-closed formal language—as a set of arbitrarily long series of measurements—represents the allowed (and, implicitly, disallowed) behaviors of a system.

Beyond a formal language listing which words (or behaviors) occur and which do not, we are also interested in the probability of their occurrence. Let Pr(w) denote the probability of word w, then we have the following.

**Definition.** A stochastic language S is a formal language with a word distribution Pr(w) that is normalized at each length L:

$$\sum_{\{\sigma^L \in \mathcal{L}\}} \Pr(\sigma^L) = 1, \quad L = 1, 2, 3, \ldots$$  

with 0 ≤ Pr(σL) ≤ 1.

There are several additional notions that we will need later.

**Definition.** The joint probability of symbol σ following word w is written Pr(wσ).

**Definition.** The conditional probability Pr(σ|w) of symbol σ given the preceding observation of word w is

$$\Pr(\sigma|w) = \Pr(w\sigma)/\Pr(w).$$  

For purposes of comparison between various computational models, it is helpful to refer directly to the set of words in a stochastic language S. This is the support of a stochastic language:

$$\text{supp}(S) = \{w \in S : \Pr(w) > 0\}.$$  

These lead us, finally, to define the main object of study.

**Definition.** A process language P is a stochastic language that is subword closed.

A process language represents all of a system’s possible behaviors, w ∈ supp(P), and their probabilities Pr(w) of occurrence. In its completeness it could be taken as a model of the system, but at best it is a rather prosaic and unwieldy representation. Indeed, a *model* of a process is usually intended to be a more compact description than a literal listing of observations. In the best of circumstances a model’s components capture some aspect of a system’s structure and organization. Here we will be even more specific, the models that we will focus on not only have to describe a process language, but they will also consist of two structural components: states and transitions between them. (One should contrast the seeming obviousness of the latter with the fact that there are alternative computational models, such as grammars, which do not use the concept of state.)

To illustrate process languages we give an example in Fig. 1, which shows a language—from the *Golden Mean Process*—and its word distribution at different word lengths. In this process language Σ = {0, 1} and word 00 and all words containing it have zero probability. Moreover, if a 1 is seen, then the next σ ∈ Σ occurs with fair probability. Figure 1 plots the base-2 logarithm of the word probabilities versus the binary string σL, represented as the base-2 real number 0.σL = Σt=0 σ2t−1 ∈ [0, 1]. At length L = 1 (upper leftmost plot) both words 0 and 1 are allowed but have different probabilities. At L = 2 the first disallowed string 00 occurs. As L grows an increasing number of words are forbidden—those containing the shorter forbidden word 00. As L → ∞ the set of allowed words forms a self-similar, uncountable, closed, and disconnected (Cantor) set in the interval [0, 1] [43]. Note that the language is subword closed. The process’s name comes from the fact that the logarithm of the number of allowed words grows exponentially with L at a rate given by the logarithm of the golden mean φ = 1/2(1 + √5).

### III. STOCHASTIC FINITE-STATE MACHINES

Our development concerns only models that have finite memory. As was the case in the early history of automata theory, finite-memory models are an important starting point for more sophisticated computational devices. Moreover and more practically, given the very finite state of affairs in experimental realizations, this class of models appropriately describes the behavior of currently feasible quantum computation devices. With this in mind the use of finite needs clarification. It turns out that using “finite” in the present setting can be misleading, since some finitely specified processes have various kinds of infinite memory. (Examples will be discussed.) And so we refer to the broad class generically as *finitary*. For a direct definition see Ref. [44], although the examples in the following illustrate some of the subtleties.

Automata with finite memory—*finite-state machines*—consist of a finite set of states and transitions between them [45]. As already noted, typically they are used as recognition devices, whereas we are interested in the generation of words in a process language. We therefore will review models for both generation and recognition in the following. In addition to laying out some
FIG. 1: Example of a process language: In the Golden Mean Process, with alphabet $\Sigma = \{0, 1\}$, word 00 and all words containing it have zero probability. All other words have nonzero probability. The logarithm base 2 of the word probabilities is plotted versus the binary string $\sigma^L$, represented as base-2 real number “$0.\sigma^L$”. To allow word probabilities to be compared at different lengths, the distribution is normalized on $[0, 1]$—that is, the probabilities are calculated as densities.

required tools, the review will give a concrete sense of the differences between recognition and generation.

**Notation.** Let $L(M)$ denote the language recognized or generated by automaton $M$.

The immediate goal is to extend conventional finite-state machines to include first probabilistic and finally quantum components. We do this by adapting Rabin’s and Paz’s stochastic sequential machines [46, 47] to define stochastic recognizing and generating finite-state machines. To be consistent with our simplified naming scheme, which will be discussed shortly, we refer to these simply as stochastic machines (SMs).

Generally, a SM operates by reading in symbols that, along with the current state, determine the next state(s) and output symbol(s). A SM thus maps an input word to one or more output words. Unless otherwise explicitly stated, in our models there is no delay between reading an input symbol and producing the associated output symbols. SMs are our most general model of finitary (and nonquantum) computation. They are structured so that specialization leads to a graded family of models of increasing sophistication.

But, first, several definitions are in order.

**Definition.** A square matrix $T$ is stochastic if all its entries $T_{ij}$ are non-negative and each row sums to 1: i.e., $\sum_j T_{ij} = 1$ and $0 \leq T_{ij} \leq 1$. The dimension $\dim T$ of $T$ is the number of rows or columns. A substochastic matrix is defined similarly except that $\sum_j T_{ij} \leq 1$.

A stochastic set $\{T(\sigma) : \sigma \in \Sigma\}$ is a collection of substochastic matrices whose component-wise sum:

$$T = \sum_{\sigma \in \Sigma} T(\sigma)$$

is stochastic. Finally, a doubly stochastic matrix is a stochastic matrix in which column elements sum to one as well: $\sum_i T_{ij} = 1$.

**Definition.** The set of matrices $\{T(y|x)\}$ is defined over input symbols $x \in X$ and output symbols $y \in Y$, where each $T(y|x)$ is a substochastic matrix. For each $x \in X$ we have the stochastic matrix:

$$T(x) = \sum_{y \in Y} T(y|x) .$$

Given a distribution $\Pr(x)$ over input symbols, the stochastic matrix $T$ associated with the set $\{T(x)\}$ of stochastic matrices is:

$$T = \sum_{x \in X} \Pr(x)T(x) .$$

**Definition.** [47] A stochastic machine (SM) $M$ is a tuple $\{S, X, Y, \{T(y|x)\}\}$ where

1. $S$ is a finite set of states.
2. $X$ and $Y$ are finite alphabets of input and output symbols, respectively.
3. $\{T(y|x) : x \in X, y \in Y\}$ is a stochastic set of square matrices of dim $|S|$. There are $|X| \times |Y|$ such matrices. The components $T_{ij}(y|x) > 0$ give the probability of moving to state $s_j$ and emitting output $y$ when reading input $x$ in state $s_i$.
4. At each step a symbol $x \in X$ is read from the input word, a symbol $y \in Y$ is output, and the machine updates its state. Thus, $\sum_{y \in Y} \sum_{x \in X} T_{ij}(y|x) = 1$. (The notation $y|x$ is the label for a transition and does not itself imply a conditional probability.)

**A. Structural properties**

The set $\{T(y|x)\}$ can be represented as a directed graph $G(T)$ with the nodes corresponding to states—the matrix row and column indices. An edge connects two nodes and corresponds to an element $T_{ij} > 0$ that gives the transition probability from state $s_i$ to state $s_j$. Edges are labeled $x|y$ with the input symbol $x \in X$, transition probability $p = T_{ij}(y|x)$, and output symbol $y \in Y$.

In a SM one associates outputs with transitions. (In fact, what we have defined is a Mealy SM, which differs from the alternative, and equivalent, Moore SM in which output is associated with a state [47].)
Definition. A directed graph $G$ is connected if there is at least one path (sequence of edges) with $T_{ij} > 0$ between every pair of states $s_i$ and $s_j$ in $G$.

Definition. A directed graph $G$ is strongly connected if for every pair of states, $s_i$ and $s_j$, there is at least one path from $s_i$ to $s_j$ and at least one from $s_j$ to $s_i$.

A SM’s states can be classified as follows.

Definition. Recurrent states of a SM $M$ are the strongly connected subsets of $S$ in the directed graph $G(M)$.

Definition. A SM’s asymptotically recurrent states are subsets of recurrent states from which no path leaves.

Definition. A SM’s transient states are those that are not asymptotically recurrent.

Generally speaking, a SM starts in a set of transient states and ultimately transits to one or another of the asymptotically recurrent subsets. That is, there can be more than one set of asymptotically recurrent states. Unless stated otherwise, though, in the following we will consider SMs that have only a single set of asymptotically recurrent states.

### B. Process languages

SMs generate, recognize, and transform process languages. Before we can discuss the languages associated with a SM, though, we must introduce the matrix notation required for analysis.

Notation. Let $|\eta\rangle = (1,1,\ldots,1)^T$ denote a column vector with $|S|$ components that are all 1s.

Notation. Let $\langle \pi \rangle = (\pi_0,\pi_1,\ldots,\pi_{|S|-1})$ be a row vector whose components, $0 \leq \pi_i \leq 1$, give the probability of being in state $s_i$. The vector is normalized in probability: $\sum_{i=0}^{S-1} \pi_i = 1$. The initial state distribution is denoted $\langle \pi^0 \rangle$.

The state-to-state transition probabilities of a SM, independent of inputs and outputs, are given by the state-to-state transition matrix:

$$T = \sum_{x \in X,y \in Y} \Pr(x)T(y|x).$$

This is a stochastic matrix. It depends on the distribution of inputs that drive the SM.

Definition. The stationary state distribution $\langle \pi^s \rangle$, which gives the asymptotic state visitation probabilities, is given by the left eigenvector of $T$:

$$\langle \pi^s \rangle = \langle \pi^s \rangle T,$$

normalized in probability: $\sum_{i=0}^{S-1} \pi_i^s = 1$.

Notation. For a series of $L$ input and output symbol pairs $(y_i|x_i)$ the action of the corresponding SM is a product of transition matrices:

$$T(y^L|x^L) = T(y_0|x_0)T(y_1|x_1) \cdots T(y_{L-1}|x_{L-1}),$$

whose elements $T_{ij}(y^L|x^L)$ give the probability of making a transition from state $s_i$ to $s_j$ on reading input $x^L$ and generating output $y^L$.

If the SM starts with state distribution $\langle \pi^0 \rangle$, the probability of generating $y^L$ when reading $x^L$ is

$$\Pr(y^L|x^L) = \langle \pi^0 | T(y^L|x^L) | \eta \rangle.$$

As mentioned already, the notation $y^Lx$ on the righthand side of the above equation reflects transition labeling. On the lefthand side it should be read as denoting conditional probability. (For those familiar with formal language theory, $|\eta\rangle$ here represents the assumption that all states are accepting. This, in turn, is a consequence of our focusing on process languages, which are subword closed.)

If one is ignorant about the input, the probability $\Pr(y^L)$ of generating output word $y^L$ when starting in state distribution $\langle \pi^0 \rangle$ is obtained by summing over all inputs:

$$\Pr(y^L) = \sum_{x^L \in X^L} \langle \pi^0 | T(y^L|x^L) | \eta \rangle.$$  

The state distribution $\langle \pi(x^L) \rangle$ after reading in word $x^L$ starting in state distribution $\langle \pi^0 \rangle$ (and ignorant of the output generated) is

$$\langle \pi(x^L) \rangle = \sum_{y^L \in Y^L} \langle \pi^0 | T(y^L|x^L) \rangle.$$  

Similarly, the state distribution after having produced output $y^L$ is:

$$\langle \pi(y^L) \rangle = \sum_{x^L \in X^L} \langle \pi^0 | T(y^L|x^L) \rangle.$$  

These seemingly simple expressions—e.g., for the probability of a single word—are actually costly to compute since the number of elements to be summed increases exponentially with $L$.

### C. Classifications

Now we are ready to specialize this general architecture into classes of recognizing and generating devices. In each case we address those aspects that justify our calling them models; viz., we can calculate various properties of the process languages that they represent directly from the machine states and transitions, such as the word distribution and statistical properties that derive from it.
Generally speaking, a recognizer reads in a word and has two possible outputs after the whole word is read in: accept or reject. In contrast, a generator does not have input. It, however, spontaneously produces an ongoing output. A generator has no built-in stop signal, unlike a recognizer which uses the end of its input word. We view generators as running constantly and for a long time.

In either the recognition or generation case, we will discuss only models for arbitrarily long, but finite-time observations. This circumvents several technical issues that arise with recognizing and generating infinite-length strings, which is the subject of \( \omega \)-language theory of Büchi automata [48].

Part of the burden of the following sections is to introduce a number of specializations of stochastic machines. Although it is rarely good practice to use terminology before it is defined, in the present setting it will be helpful when tracking the various machine types to explain our naming and abbreviation conventions now.

In the most general case—in particular, when the text says nothing else—we will discuss, as we have just done, machines. These are input-output devices or transducers and we will denote this in any abbreviation with a capital M. These will be specialized to recognizers, abbreviated R, and generators, denoted G. Within these basic machine types, there will be various alternative implementations. For example, we will discuss stochastic (S) and quantum (Q) versions. We refer to machine types familiar from formal language and automata theory, however, implicitly; that is, by not using the adjectives stochastic or quantum.

Within these classes we will also distinguish additional subsidiary properties, such as determinism, denoted D. If a property label is not explicitly given, then we intend to convey the opposite property. So, if no D appears in an abbreviation, the implication is that the corresponding machine is nondeterministic.

Thus, QM refers to a transducer built out of quantum states, SR to a stochastic nondeterministic recognizer, and SDG to a stochastic deterministic generator. Of course, this use of language and abbreviations (and any seeming conflicts, such as “stochastic deterministic”) will make sense once the various computational models have been introduced.

As we noted above the entire development concerns machines with a finite set of states. And so, we will almost always drop the adjectives “finite-state” and “finitary”, unless we wish to emphasize these aspects in particular.

### D. Recognizers

When machines are used to determine membership of a word in a language we call them recognizers (Rs). We define recognizers as a special case of SMs: They ignore the probabilistic aspects of transitions and, once a word is read, produce a single output symbol that indicates whether or not the word is accepted. We start by defining recognizers, using matrix notation, which is typically not found in their presentation in formal language theory. As we will see, though initially cumbersome, this approach is adapted to facilitate introducing the various generalized models to come and it allows one to directly calculate many properties of interest.

**Definition.** A recognizer (R) is a SM with transition matrices \( \{T(y|x) = T(x)\} \) and output alphabet \( Y = \{\text{accept, reject}\} \).

**Definition.** A R accepts an input word if, on reading each symbol in sequence, it follows a series of allowed transitions \( (T_{ij}(x) > 0) \). A word is rejected if a disallowed transition \( (T_{ij}(x) = 0) \) is encountered.

We will not explicitly represent the zero-probability transitions. This, the fact that all states are accepting, and the simple notion of recognition mean that one, in effect, ignores the SM’s sequence of outputs.

The unique language \( L \) that is accepted by a R is defined as the largest subset of \( X^{*} \) such that all and only \( w \in L \) are accepted.

An example R is shown in Fig. 2 which recognizes the support of the Golden Mean process language of Fig. 1.

There is a duality between devices and the languages that they recognize. In the present case we have the following definition of languages that are recognized by finite-memory automata.

**Definition.** A regular language is a formal language recognized by some R.

A R’s substochastic matrices \( T(x) \) can contain more than one nonzero element per row and so starting in the state associated with that row, there can be multiple destination states when reading in \( x \in X \). The result is that when reading a word it is possible to follow multiple paths through the machine. One views a R as potentially being in multiple states at any given time.

In automata theory this is referred to as nondeterminism. It does not mean “probabilistic”, but rather that the input word does not determine a unique sequence of transitions. That is, nondeterminism means simply that there can be more than one transition per symbol read. In this case, recognition of the input word requires that there be at least one path of allowed transitions followed when reading the word. Note that the possibility of rejecting a word is implicit in the graphical representation: we do not display disallowed transitions.

If one wishes to emphasize this aspect of a R, one can refer to a nondeterministic finite-state recognizer. Here when we refer to a R, we intend to mean the general case of nondeterminism which, as mathematical habit goes, includes determinism.

**Definition.** A semi-deterministic finite-state recognizer is a finite-state recognizer whose substochastic transition matrices \( T(x) \) have at most one nonzero element per row.
FIG. 2: Example of a nondeterministic finite-state recognizer that accepts the process language (Fig. 1) of words with no consecutive 0s (Golden Mean Process). Double circles denote start states, edges are labeled with input symbols $\sigma \in \Sigma = \{0, 1\}$. Disallowed transitions are omitted for simplicity.

FIG. 3: Example of semi-deterministic recognizer that recognizes the same formal language as the preceding R.

Semi-determinism means that transitions from each state lead to one and only one next state for each input symbol. If no allowed transition exists for an input symbol encountered while reading a word, the word is rejected. An example of a semi-deterministic finite-state recognizer is shown in Fig. 3. It recognizes words in the same process language, shown in Fig. 1, that the preceding R (Fig. 2) recognizes.

With a semi-deterministic recognizer we do not know in which state to start. This leads to a slightly refined, fully deterministic version in which the choice of start state is removed.

**Definition.** \([45]\) A deterministic recognizer (DR) is a semi-deterministic finite-state recognizer with a designated start state $s_0 \in S$.

For a DR each recognized input word corresponds to one and only one path or series of transitions. Moreover, due to determinism, one views a DR as being in one and only one state at each time step. The state-to-state transition matrix for a DR is simply given by

$$T = \sum_{x \in X} T(x) . \quad (13)$$

We can now draw out several comparisons. Contrast the above equation for $T$ to Eq. (7). While the stochastic set of matrices for a R is defined only over the input alphabet, for SMs the state-to-state transition matrix $T$ requires specifying an output alphabet and a distribution over input symbols. That is, the latter is not part of the construction of a SM.

Figure 4 shows an example of a DR that recognizes the support of a process language with no consecutive 0s shown in Fig. 1, the same formal language that is accepted by the R in Fig. 2 and the semi-deterministic recognizer in Fig. 3. In turning the semi-deterministic recognizer into a DR a single start state has been added; it is a transient state.

Note that for all machine types that recognize the formal language of Fig. 1 there are no consecutive transitions on a 0. That is, all reject any word containing two consecutive 0s. This leads, in turn, to the self-similar structure of the word probability distribution noted in Fig. 1. A useful way to characterize this property is to give a process language’s list of irreducible forbidden words—the shortest words that are disallowed. In the case of the Golden Mean formal language, this list has one member: $F = \{00\}$. Each irreducible word is associated with a family of longer words containing it. This family of forbidden words forms a Cantor set in the space of sequences, as described above.

We end our discussion of recognizers (as studied in formal language theory) by recalling several important properties.

**Proposition 1.** A R can be transformed into an equivalent DR that recognizes the same language.

**Proof.** The conversion method is given in Ref. \([45]\). □

**Corollary 1.** A semi-deterministic recognizer can be transformed into an equivalent DR.

**Proof.** Apply the method just cited. □
The well known consequence of these results is that Rs, semi-DRs, and DRs all recognize the same class of languages—the regular languages [45].

### E. Stochastic recognizers

Probabilistic automata [46, 47] are typically defined as recognizers with a threshold. A probabilistic automaton assigns a probability to the word it is reading and, if that probability is above the automaton’s threshold, the word is recognized; if below, it is rejected. Here we introduce a different kind of probabilistic automaton—a stochastic recognizer (SR)—that recognizes both the set of words and the associated word distribution. Again, we concentrate on process languages. For a similar approach to probabilistic automata see Refs. [49, 50].

The first criterion for accepting a word is that the word leads the machine through a series of transitions with positive probability. The second, and new, criterion is that the probability assigned by the SR is equal to the word’s probability within a tolerance δ. This is essentially different and more restrictive than employed in alternative developments. A SR not only tests for membership in a formal language, it also recognizes a function: the probability distribution of the language.

**Definition.** A stochastic recognizer (SR) is a finite-state recognizer that assigns the number \( \langle \pi^0 \rangle | T(w) | \eta \rangle \) to a word \( w \).

**Definition.** Given a probability distribution \( \Pr(w) \), a SR accepts, with respect to state distribution \( \pi^0 \) and with a word-probability tolerance \( 0 \leq \delta \leq 1 \), a word \( w = x_0 x_1 \ldots x_{L-1}, x_t \in X \), if, on reading each symbol,

1. it follows a series of allowed transitions \( (T_{ij}(x_t) > 0) \) and
2. \( |\Pr(w) - \langle \pi^0 \rangle | T(w) | \eta \rangle | \leq \delta \).

In other words, a SR accepts a stochastic language \( S \) if it assigns a positive probability to each \( w \in S \) and zero probability to \( w \notin S \). In addition, starting the SR in \( \langle \pi^0 \rangle \) the probability the SR assigns must be within tolerance \( \delta \) of that specified by \( \Pr(w) \) for all \( w \in S \). For example, if \( \delta = 0 \) the SR accepts exactly the probability distribution. If \( \delta > 0 \) it accepts the probability distribution with some “fuzziness”, still rejecting all probability-0 words.

Paralleling the definitions of recognizers above, we have the following special classes of stochastic recognizers.

**Definition.** A stochastic semi-deterministic recognizer is a finite-state recognizer whose substochastic transition matrices \( T(x) \) have at most one nonzero element per row.

**Definition.** A stochastic deterministic recognizer (SDR) is a stochastic semi-deterministic recognizer with a designated start state \( s_0 \in S \).

If we have a semi-deterministic recognizer and assume that we extract a word produced by a process which has been running for a long time, we take the initial state distribution to be the stationary distribution: \( \langle \pi^0 \rangle = \langle \pi^s \rangle \). If, however, we have a deterministic recognizer and know in which state the process started, we take \( \langle \pi^0 \rangle = (1,0,\ldots,0) \), which is the initial state distribution with all of the probability concentrated in the presumed start state. These two cases effectively model two different experimental set-ups. In the first case, the process has been operating for a while and the experimentalist has lost track of (or never knew) the exact state it was in. In the latter case, the system is carefully prepared in a particular start state or start-state distribution and so the experimentalist has full knowledge about the prepared state.

As with the deterministic recognizer introduced in the previous section, a word that is accepted by an SDR is associated with one and only one series of transitions. This allows us to give an efficient expression for the word distribution of the language exactly \( (\delta = 0) \) recognized by a SDR assuming the process starts in state distribution \( \langle \pi^0 \rangle = (1,0,\ldots,0) \):

\[
\Pr(x^L) = T_{s_0 s_1}(x_0)T_{s_1 s_2}(x_1) \cdots T_{s_{L-2} s_{L-1}}(x_{L-1}), \tag{14}
\]

where \( s_0 s_1 \ldots s_L \) is the unique series of states along the path selected by \( x^L \) and where by \( T_{ij}(x) \) we refer only to the single component of \( T(x) \) for the transition selected by \( x \).

There is an important difference here with Eq. (10) for word probabilities assigned by SMs. Due to determinism, the computational cost for computing the word probability \( \Pr(x^L) \) from SDRs increases only linearly with \( L \); whereas it is exponential for SMs.

Figure 5 shows an example of a SDR that recognizes the Golden Mean process language, including its probability distribution (Fig. 1). If we take the tolerance to be \( \delta = 0 \), then the SDR recognizes only the process language shown in Fig. 1. If \( \delta = 1 \), in contrast, the SDR would accept process languages with any distribution on the Golden Mean process words. That is, it always recognizes the language’s support.

One can easily calculate word probabilities and state distributions for the Golden Mean Process using the SDR’s matrix representation:

\[
T(0) = \begin{pmatrix} 0 & 0 & 1/3 \\ 0 & 0 & 2/3 \\ 0 & 1 & 0 \end{pmatrix} \quad \text{and} \quad T(1) = \begin{pmatrix} 2 & 0 & 0 \\ 0 & 1/2 & 0 \\ 0 & 1 & 0 \end{pmatrix}. \tag{15}
\]

We use Eq. (14) with the start state distribution \( \langle \pi^0 \rangle = (1,0,0) \) to calculate the \( L = 1 \) word probabilities:

\[
\Pr(0) = \langle \pi^0 \rangle | T(0) | \eta \rangle = \frac{1}{3},
\]

\[
\Pr(1) = \langle \pi^0 \rangle | T(1) | \eta \rangle = \frac{2}{3}. \tag{16}
\]
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FIG. 5: Stochastic deterministic recognizer for the Golden
Mean process language of Fig. 1. The edges are labeled
x|p,
X|\(p = T_0(x)\). The initial state \(|\pi^0\rangle = (1, 0, 0)\)
is double circled.
At \(L = 3\) one finds for \(\sigma^3 = 011:\)
\[
\Pr(011) = \langle \pi^0|T(011)|\eta \rangle = \langle \pi^0|T(0)\rangle T(1)|\eta \rangle = \frac{2}{3} . \tag{17}
\]
In fact, all \(L = 3\) words have the same probability, except
for \(\sigma^3 = 101\), which has a higher probability: \(\Pr(101) = \frac{3}{4}\). (Cf. the \(L = 3\) word distribution in Fig. 1.)
The conditional probability of a 1 following a 0, say, is
calculated in a similarly straightforward manner:
\[
\Pr(1|0) = \frac{\Pr(01)}{\Pr(0)} = \frac{\langle \pi^0|T(0)\rangle T(1)|\eta \rangle}{\langle \pi^0|T(0)|\eta \rangle} = 1 . \tag{18}
\]
Whereas, the probability \(\Pr(0|0)\) of a 0 following a 0 is
zero, as expected.
F. Stochastic generators
As noted in the introduction, finite-state machines gen-
erating strings of symbols can serve as useful models for
structure in dynamical systems. They have been used as
computational models of classical dynamical systems for
some time; see Refs. [38, 40, 41, 43, 51–54], for example.
As we also noted, automata that only generate out-
puts are less often encountered in formal language theory
than automata operating as recognizers. One reason is
that re-defining a conventional recognizer to be a device
that generates output words is incomplete. A mechanism
for choosing which of multiple transitions to take when
leaving a state needs to be specified. And this leads nat-
urally to probabilistic transition mechanisms, as one way
of completing a definition. We will develop finite-state
generators by paralleling the development of recognizers
in the previous section, but assuming an inherent proba-
abilistic mechanism.
A probabilistic generator is a SM that operates inde-
pendent of input. It has an internal clock and at each step makes a transition from one state to another and
generates an output symbol.
Definition. A generator \((G)\) is a SM with a stochastic
set \(\{T(y|x) = T(y)\}\).
Definition. A semi-deterministic generator is a gener-
ator in which each matrix \(T(y)\) has at most one nonzero
entry per row.
As with recognizers, given the generator’s state and
an output symbol, the next state is uniquely determined.
Also, as before, semi-deterministic generators do not nec-
essarily specify a unique start state. And this observation
leads to a by-now familiar refinement.
Definition. A deterministic finite-state generator \((DG)\)
is a semi-deterministic generator with a designated start
state \(s_0 \in S\).

In the following we concentrate on deterministic finite-
state generators. As an example, consider the generator
for the Golden Mean process language, shown in Fig. 6.
Its matrix representation is almost the same as for the
Golden Mean recognizer given in Eqs. (15) and Fig. 4.
Due to the latter’s determinism, one can construct a gen-
erator simply by swapping input symbols to output sym-
bs and eliminating the transient state. (We return to
the relationship between recognizers and equivalent gen-
erators shortly.) It turns out this is the smallest genera-
tor, but the proof of this will be presented elsewhere.
One can easily calculate word probabilities and state
distributions for the Golden Mean Process using the DG’s
matrix representation:
\[
T(0) = \begin{pmatrix} 0 & \frac{1}{2} \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad T(1) = \begin{pmatrix} \frac{1}{2} & 0 \\ 1 & 0 \end{pmatrix} . \tag{19}
\]
The stationary state distribution \(\langle \pi^* \rangle\) is calculated as the
left eigenvector of the state-to-state transition matrix \(T\),
Eq. (13):
\[
\langle \pi^* \rangle = \left( \frac{2}{3}, \frac{1}{3} \right) . \tag{20}
\]
Thus, each state is assigned a probability \(\Pr(s_i) = \pi^*_i\),
where \(\pi^*_i\) is the \(i\)th component of \(\langle \pi^* \rangle\). Assuming that
the initial state is not known and that the process has
been running for a long time, we use Eq. (14) with the
stationary distribution \(\langle \pi^* \rangle\) to calculate the \(L = 1\) word
probabilities:
\[
\Pr(0) = \langle \pi^*|T(0)|\eta \rangle = \frac{1}{3} , \tag{21a}
\]
\[
\Pr(1) = \langle \pi^*|T(1)|\eta \rangle = \frac{2}{3} . \tag{21b}
\]
arbitrarily long words. This makes the "evenness" of the length of 1-blocks is respected over the Even Process have a kind of infinite correlation: {00}. One consequence is that the words in the Even Process is substantially different; and its semi-DG representation let’s us see how. In particular, the membership in the set of irreducible forbidden words is countably infinite (22)

\[
\Pr(01) = \frac{\Pr(01)}{\Pr(0)} = \frac{\langle \pi^* T(0) T(1) | \eta \rangle}{\langle \pi^* T(0) | \eta \rangle} = 1.
\]

Whereas, the probability \(\Pr(00)\) of a 0 following a 0 is zero, as expected. Note that these are the same results that we calculated for the Golden Mean Process recognizer in the previous section. There, however, we used a different initial distribution. The general reason why these two calculations lead to the same result is not as obvious as one might think.

As a second example of a generator consider the Even Process whose language consists of blocks of even numbers of 1s bounded by 0s. The substochastic transition matrices for its recurrent states are

\[
T(0) = \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad T(1) = \begin{pmatrix} 0 & \frac{1}{2} \\ 1 & 0 \end{pmatrix}.
\]

The corresponding graph is shown in Fig. 7. Notice that the state-to-state transition matrix \(T\) is the same as the previous model of the Golden Mean Process. However, the Even Process is substantially different; and its semi-DG representation let’s us see how. In particular, the set of irreducible forbidden words is countably infinite \([55]: F = \{01^{2k+1}0 : k = 0, 1, 2, \ldots\}. \) Recall that the Golden Mean Process had only a single irreducible forbidden word—00. One consequence is that the words in the Even Process have a kind of infinite correlation: the “evenness” of the length of 1-blocks is respected over arbitrarily long words. This makes the Even Process effectively non-finitary: as long as a sequence of 1s is produced, memory of the initial state distribution persists. Another difference is that the support of the word distribution has a countable infinity of distinct Cantor sets—one for each irreducible forbidden word.

**G. Stochasticity, recognition, and generation**

We can now describe the similarities and differences between stochastic and other kinds of recognizers and between the various classes of generators.

Consider the process language \(P = \{1^+, Pr(1^+) = 1\}\)—the language of all 1s. The support of this language is accepted by the Rs in Figs. 2, 3, and 4. Since the support and the probability distribution differ substantially from those of the Golden Mean process language, though, \(P\) is not accepted by the SDR of Fig. 5, for example, at any tolerance threshold.

Recall that \(L(M)\) is the language associated with (recognized or generated by) automaton \(M\). For (non-stochastic) recognizers \(M, L(M)\) is a regular language. If \(M\) is a stochastic machine then, \(L(M)\) is a process language.

The relationships between the languages associated with the various machine types follow rather directly from their definitions. Essentially, we swap input and output alphabets and reinterpret the same transition matrices, either as specifying \(x \mid p\) or \(p \mid y\) as required. All that is, except for the last two results, which may be unexpected.

**Proposition 2.** Every regular language is generated by some \(G\).

**Proof.** Let \(R\) be a finite-state machine recognizing the regular language \(L\). Consider \(R\)’s transition matrices \(T(x)\) and form a new set \(T(y)\) in which \(Y = X\). The \(T(y)\) define a generator, the support of whose output language is \(L\). □

**Proposition 3.** Every \(L(G)\) is recognized by some \(SR\).

**Proof.** Consider \(G\)’s transition matrices \(T(y)\) and form a new set \(T(x)\) in which \(X = Y\). The \(T(x)\) define a SR that recognizes \(L(G)\). □
Proposition 4. For every $G$, supp $\mathcal{L}(G)$ is a regular language.

Proof. Consider $G$’s transition matrices $T(y)$ and form a new set $T(x)$ in which $X = Y$. The $T(x)$ defines a SR that recognizes the process language $\mathcal{L}(G)$ and so supp $\mathcal{L}(G)$ is a regular language, by definition. □

Proposition 5. The language generated by a $G$ is a process language.

Proof. The first property to establish is that the set of words produced by a $G$ is subword closed: if $\text{Pr}(y^k) > 0$, then all $w \in \text{sub}(y^k)$ have $\text{Pr}(w) > 0$. Since $\text{Pr}(y^k) = \langle \pi|T(y^k)|\eta \rangle > 0$, then there is at least one path $s_0s_1 \ldots s_L$ through $G$ along which the single-symbol transition probabilities are positive: $T_{s_t,s_{t+1}}(y_t) > 0, t = 0, \ldots, L - 1$. A subword $w \in \text{sub}(y^k)$ corresponds to a segment of the same path, which therefore also has positive transition probabilities. Therefore, $\text{Pr}(w) > 0$.

The second property to establish is that the word distribution $\text{Pr}(y^k)$ is normalized at each $L$. This follows by direct calculation:

$$\sum_{y^k \in Y^L} \text{Pr}(y^k) = \langle \pi| \sum_{y^k \in Y^L} T(y^k)|\eta \rangle$$

$$= \langle \pi| \sum_{y_{L-1} \in Y} T(y_{L-1}) \sum_{y^{L-1} \in Y^{L-1}} T(y^{L-1})|\eta \rangle$$

$$= \langle \pi| T \sum_{y^{L-1} \in Y^{L-1}} T(y^{L-1})|\eta \rangle$$

$$= \langle \pi| \sum_{y^{L-1} \in Y^{L-1}} |\eta \rangle$$

$$= \langle \pi| \eta \rangle = 1 . \quad (25)$$

□

The remainder of the results in this section use essentially the same proof methods as the preceding ones or draw together previous results and so they are stated without proof.

Proposition 6. Every $\mathcal{L}(SR)$ is generated by some $G$.

Corollary 2. $\mathcal{L}(SR) = \mathcal{L}(G)$.

Proposition 7. Every $\mathcal{L}(SDR)$ is generated by some $DG$.

Proposition 8. Every $\mathcal{L}(DG)$ is recognized by some $SDR$.

Corollary 3. $\mathcal{L}(SDR) = \mathcal{L}(DG)$.

These equivalences are intuitive and expected. They do not, however, hint at the following, which turn on the interplay between nondeterminism and stochasticity.

Proposition 9. There exists a $G$ such that $\mathcal{L}(G)$ is not recognized by any $SDR$.

Proof. We establish this by example. Consider the nondeterministic generator in Fig. 8—the Simple Nondeterministic Source (SNS). The construction of a $R$ given in the proof of Prop. 2 does not yield a SDR. To show that there is no other possible construction of a SDR we argue as follows. If a 0 appears, then the generator is in state $A$. Imagine this is then followed by a block $1^k$. At each $k$ the generator is in either state $A$ or $B$. The probability of seeing a 0 next is ambiguous (either 0 or 1/2) and depends on the exact history of internal states visited. Deterministic recognition requires that a recognizer be in a state in which the probability of the next symbol is uniquely given. While reading in 1s the recognizer would need a new state for each 1 connecting to the same state (state $A$) on a 0. Since this is true for all $k$, there is no finite-state SDR that recognizes the SNS’s process language. □

Ref. [44] gives a SDR for this process that is minimal, but has a countably infinite number of states. Note that supp $\mathcal{L}(SNS)$ is the Golden Mean formal language.

Proposition 10. There exists a $SR$ such that $\mathcal{L}(SR)$ is not generated by any $DG$.

Proof. The proof method is very nearly the same as the previous one and so we will not repeat it. □

These propositions say, in essence, that deterministic machines generate or recognize only a subset of the finitary process languages. In particular, Props. 7 and 9 imply proper containment: $\mathcal{L}(SDR) \subset \mathcal{L}(G)$. As do Props. 8 and 10: $\mathcal{L}(DG) \subset \mathcal{L}(SR)$. This is in sharp contrast with the familiar result in formal language theory: deterministic and nondeterministic automata recognize the same class of languages—the regular languages [45].

This ends our review of classical machines and their various specializations. We now enter the discussion of their quantum analogs, using a strategy that will be familiar. The reader should have a working knowledge of quantum theory at the level of, say, Refs. [13] and [56].

IV. QUANTUM PROCESSES AND LANGUAGES

The physical laws underlying quantum computation are a mixed blessing. There is a growing body of theoretical results suggesting that a computational device
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whose components are directly governed by quantum physics may be considerably more powerful than its classical counterpart. Undoubtedly, the most celebrated of these results is Shor’s factoring algorithm from 1994 [19]. Other results include Grover’s quantum search algorithm from 1996 [57]. These results assume the use of powerful computational architectures, such as quantum Turing machines [58], that are decidedly more powerful than finite-state machines.

However, to date, implementation efforts have fallen substantially short of the theoretical promise. So far experimental tests of quantum computation are finite—in fact, very finite. Currently, the largest coherent system of information storage is 7 quantum bits or qubits [26]. Quantum finite-state automata have drawn much interest in the last decade for this reason. They reflect the capabilities of currently feasible quantum computers. (For a review of theoretical and experimental studies of quantum computation see, for example, Ref. [18].) Thus, the study of finite-state quantum automata is motivated by very practical concerns. As was also true in the first days of digital computers, it is also the starting point for developing a computational hierarchy for quantum dynamical systems.

The study of quantum finite-state automata and the languages they recognize has produced a veritable zoo of alternative models. Of these, here we can mention only those incorporating the most basic concepts, since this allows for a comparison with the classical (stochastic) models just covered. To simplify this endeavor we start out defining a basic quantum-finite state automaton. By specializing the latter we develop a series of quantum finite-state automaton models that are useful for modeling intrinsic computation in finitary quantum processes.

A. Quantum languages

As in the classical setting, we link a quantum system’s behavior to a language that describes it. In particular, a word corresponds to a path in the state space of a physical quantum system. Quantum mechanics assigns a complex amplitude to each path. This amplitude can be interpreted as consisting of a probability and a phase. Phase is a fundamental property of quantum states that has no classical counterpart. The phase of a state, however, is never directly measured, according to the dictionary of quantum mechanics. Relative phase, on the other hand, is measurable indirectly through interference phenomena. Thus, the only aspect of a “quantum language” that is observable is the resulting stochastic language, possibly affected by phase interference. We therefore use the apparatus of stochastic languages to describe the behavior of quantum dynamical systems.

B. States in quantum systems

The concept of state in quantum mechanics is often not as clear as that in classical mechanics. There are, in fact, several distinct notions of state. It is helpful, therefore, first to describe alternative notions of quantum state by drawing a parallel with classical stochastic automata, which we just reviewed. Then we give the definition of a quantum finite-state machine and, finally, return to clarifying the distinctions between various kinds of state.

In the classical (stochastic) automaton setting an automaton has internal states and also a distribution over them. The distribution can be taken to be a “state” of the automaton. One interpretation of this “state” comes from considering how an observer monitors a series of outputs from a stochastic generator and predicts, with each observed symbol, the internal state the automaton is in. That prediction is determined by a distribution over the internal states, which represents the observer’s best guess of the automaton’s current internal state. The distribution is, in a sense, the “state” of the best predictor.

Similarly, there are several kinds of “state” that one might identify in a quantum automaton. Each quantum automaton will consist of internal states and, following the above interpretation, we will take the state of the automaton to be a “distribution” over them which we call the state vector. The crucial difference with classical (stochastic) automata is that this distribution over internal states is most generally a superposition of quantum amplitudes (and is not a probability distribution). Thus, internal states potentially interfere, which can affect the stochastic language associated with the quantum automaton.

In the vocabulary of quantum mechanics, at any moment in time a given quantum automaton is in a pure state, which is simply a superposition of its internal states. Under certain circumstances we will speak of a mixed state, which is a statistical combination (or distribution) of pure states. In this case, the component pure states are not in superposition with each other, but are assigned classical probability weights. One can imagine, for example, a collection of separate quantum automata, each in a (pure) state, that is specified by a distribution of weights. One can also imagine a single quantum automaton being in different pure states at different moments in time. The “average” state then is also a mixed state. It is the latter picture that will be adopted here.

The various notions of “state” involved in a quantum automaton already hints at the relationship between states of an automaton and states of a quantum dynamical system. A pure state of the latter is represented with respect to a set of basis states. The set of basis states is determined by the observable chosen for the experiment. These basis states span the system’s state space, which is a Hilbert space. The correspondence between the basis states of the quantum dynamical system and the internal states of the automaton is straightforward: A state
vector, expressed in the basis set, is the state of the automaton. Thus, we will use the terms internal states and basis states interchangeably, as well as the terms state vector and state interchangeably.

C. Measurements

Having delineated the various types of state for a quantum automaton and their analogs in a quantum dynamical system, we now turn to the measurement process which is crucial to the physical observation of a quantum dynamical system. In setting up an experiment, one makes choices of how and when and when not to measure the state of a quantum system. These choices typically affect what one observes and in a way that differs radically from classical physical systems.

Measurement is the experimental means of characterizing a system in the sense that it is the observed symbols that determine the stochastic language and any subsequent prediction of the system’s behavior. The measurement of a quantum mechanical system is mathematically described by a linear operator that projects the current state onto one of the operator’s eigenstates. After a measurement, the system is, with certainty, in one eigenstate. Such an operator is also called an observable and the eigenvalues corresponding to the eigenstates are the observed measurement outcomes.

When performing experiments on a quantum automaton, a measurement is defined similarly through a linear operator that projects the automaton’s current state vector onto one of its internal (basis) states. The “observed” measurement outcome is emitted as a symbol labeling the transition entering that internal state.

V. QUANTUM FINITE-STATE MACHINES

Our basic quantum machine (QM) is defined as follows.

Definition. A QM is a tuple \( \{ Q, \mathcal{H}, X, Y, T(Y|X) \} \) where

1. \( Q = \{ q_i : i = 0, \ldots, n - 1 \} \) is a set of \( n \) internal states.

2. The state space \( \mathcal{H} \) is an \( n \)-dimensional Hilbert space.

3. The state vector is \( \langle \psi | \in \mathcal{H} \).

4. \( X \) and \( Y \) are finite alphabets for input and output symbols, respectively.

5. \( T(Y|X) \) is a set of \( n \times n \) transition matrices \( \{ T(y|x) = U(x)P(y), x \in X, y \in Y \} \) that are products of a unitary matrix \( U(x) \) and a projection operator \( P(y) \), where

\[ (a) \ U = \{ U(x) : x \in X \} \text{ is a set of } n \text{-dimensional evolution operators that govern the state vector’s evolution. The } U(x) \text{ are unitary matrices. And} \]

\[ (b) \ P = \{ P(y) : y \in Y \cup \{ \lambda \} \} \text{ is a set of } n \text{-dimensional projection operators that determine how a state vector is measured. The } P(y) \text{ are Hermitian matrices.} \]

At each time step a QM reads a symbol \( x \in X \) from an input word, outputs a symbol \( y \in Y \), and updates its state vector.

Our previous discussion of state leads to the following definition of a QM’s internal state and state vector.

Definition. One associates an internal state \( q_i \in Q \) with a basis vector \( \langle \phi_i | \) such that:

1. For each \( q_i \in Q \) there is a basis vector \( \langle \phi_i | = (0, \ldots, 1, \ldots, 0) \) with a 1 in the \( i \)th component.

2. The set \( \{ \langle \phi_i | : i = 0, 1, \ldots, n - 1 \} \) spans the Hilbert space \( \mathcal{H} \).

This identification of internal and basis states connects the machine view of a quantum system with a vocabulary that is familiar from standard developments of quantum mechanics.

Definition. A state vector \( \langle \psi | = (c_0, c_1, \ldots, c_{n-1}) \) can be expanded in terms of basis states

\[ \langle \psi | = \sum_{i=0}^{n-1} \langle \phi_i | c_i , \] (26)

with \( c_i \in \mathbb{C} \) and \( \sum_{i=0}^{n-1} c_i^*c_i = 1 \).

A. Operation

The operation of a QM is described by the evolution of a row vector. (Row and column-vectors are also called bra and ket vectors, respectively.) We make this choice, which is unconventional for notation in quantum mechanics for two reasons. First, classical finite-state machines are described via row vectors. And second, the graphical meaning of a transition from state \( s_i \) to \( s_j \) is reflected in the transition matrix entries \( T_{ij} \), only if one uses row vectors and left multiplication with \( T \).

We can now describe a QM’s operation as it scans its input. Starting in state \( \langle \psi^0 | \) it reads in a symbol \( x \in X \) from an input word and updates its state by applying the unitary matrix \( U(x) \). Then the state vector is projected with \( P(y) \) and renormalized. Finally, symbol \( y \in Y \) is emitted. That is, a single time-step of a QM is given by:

\[ \langle \psi(y|x) | = \frac{\langle \psi^0 | T(y|x) \sqrt{\langle \psi^0 | T(y|x)T^\dagger(y|x)|\psi^0 |}}{\sqrt{\langle \psi^0 | U(x)P(y) \langle \psi^0 | U(x)P(y)U^\dagger(x)|\psi^0 |}} \] (27)
where $\dagger$ is the complex transpose. In the following we drop the renormalization factor in the denominator.

When a QM reads in a length-$L$ word $x^L \in X^L$ and outputs a length-$L$ word $y^L \in Y^L$, the transition matrix becomes

$$T(y^L|x^L) = U(x_0)P(y_0)U(x_1)P(y_1)\cdots U(x_{L-1})P(y_{L-1}),$$

and the updated state vector is

$$\langle \psi(y^L|x^L) \rangle = \langle \psi^0 | T(y^L|x^L) \rangle .$$

### B. Observation

Modeling observation explicitly is often taken as one of the hallmarks of quantum mechanics, as compared to classical. Since it will come up repeatedly we need to clarify our use of the term observation, especially as it concerns measured and unmeasured quantum states. Physically, a state is measured whenever an observable is chosen and the system is measured with respect to that observable. Mathematically, a state is measured whenever a projection operator in the observable’s eigenbasis is applied to the state vector. Each projection operator projects the state vector onto one eigenstate of the observable, which is identified with a particular internal state. The output symbol $y$ labels the eigenvalue of that eigenstate. Here we simply label the eigenvalues with discrete symbols $y \in Y$.

In quantum mechanics, one distinguishes between complete and incomplete measurements [13]. A complete measurement projects onto a one-dimensional subspace of $\mathcal{H}$; that is, the operators in a set of complete measurements all have distinct eigenvalues. In contrast, the operators associated with an incomplete measurement have degenerate eigenvalues. In our notation such an operator has an effective dimension greater than 1 and projects onto a higher-dimensional subspace of $\mathcal{H}$. After such a measurement the QM is potentially in a superposition of states $\sum_i c_i \langle \phi_i | y \rangle$, where $i$ sums over the degenerate eigenstates. Just as degeneracy leads to interesting consequences in quantum physics, we will see in the examples to follow that degenerate observables lead to interesting quantum languages.

### C. Word distributions

The QM state after reading in symbol $x$ and emitting symbol $y$ is given in Eq. (27). Starting the QM in $\langle \psi^0 |$ the conditional probability $\Pr(y|x)$ of the output symbol $y$ given the input symbol $x$ is then calculated as:

$$\Pr(y|x) = \langle \psi(y|x) | \psi(y|x) \rangle .$$

The QM state after reading in word $x^L$ and emitting word $y^L$ is given in Eq. (29). The probability $\Pr(y^L|x^L)$ of output sequence $y^L$ conditioned on input sequence $x^L$ is:

$$\Pr(y^L|x^L) = \langle \psi(y^L|x^L) | \psi(y^L|x^L) \rangle .$$

QM are transducers, mapping inputs to outputs. As such they should be compared to the transducers of Ref. [59]. One feature is that the output symbols are used as orthogonal subspaces for state storage and so only serve as an additional resource for recognition. These transducers are also not required to represent word distributions.
D. Properties

Properties of QMs are related to those of SMs with doubly stochastic transition matrices. It is useful to recall the relationship between unitary and doubly stochastic matrices to get a more intuitive understanding of the properties of QMs.

**Definition.** Given a unitary matrix $U$, matrix $M$ with $M_{ij} = |U_{ij}|^2$ is called a unistochastic matrix.

A unistochastic matrix is doubly stochastic, which follows directly from the properties of unitary matrices. Recall that the stationary distribution of a Markov chain with a doubly stochastic transition matrix is uniform [60].

Focusing on the graph structure of QMs in the following, we revisit the definition of a path between node $i$ and node $j$ when $T_{ij} > 0$. Since a QM’s transition matrix generally has complex entries we define a path between node $i$ and node $j$ when $|T_{ij}|^2 > 0$.

Compared to stochastic machines the structure of QMs is constrained through unitarity and these constraints are reflected in a number of symmetries. For example, if there is a path from internal state $q_i$ to state $q_j$, there is one from $q_j$ to $q_i$.

**Proposition 11.** Every node $i$ of $G(QM)$, if connected to a set of nodes $j \neq i$, is a member of a strongly connected set.

**Proof.** If two nodes, $i$ and $j$, are connected, then there is a path between them. If we denote the input word along this path $x^L$, then

$$| \langle \phi_i | U(x^L) + U^{-1}(x^L) | \phi_j \rangle | > 0 .$$

(35)

It follows that there must be at least one path between $i$ and $j$:

$$0 < | \langle \phi_i | U(x^L) + U^{-1}(x^L) | \phi_j \rangle |$$

$$\leq | \langle \phi_i | U(x^L) | \phi_j \rangle | + | \langle \phi_i | U^{-1}(x^L) | \phi_j \rangle |$$

$$= | \langle \phi_i | U(x^L) | \phi_j \rangle | + | \langle \phi_j | U(x^L) | \phi_i \rangle | .$$

(36)

That is, either

$$| \langle \phi_i | U(x^L) | \phi_j \rangle | > 0$$

(37)

or

$$| \langle \phi_j | U(x^L) | \phi_i \rangle | > 0 .$$

(38)

Given that one path exists from (say) $i$ to $j$, we must show that the reverse one exists, going from $j$ to $i$. According to our definition of path it is sufficient to show this for the unistochastic matrix $M_{ij} = |U_{ij}|^2$. A doubly stochastic matrix can always be expressed as a linear combination of permutation matrices. Thus, any vector $(0, 0, \ldots, 1, \ldots)$ with only one 1 entry can be permuted into any other vector with only one 1 entry. This is equivalent to saying that, if there is a path from node $i$ to $j$ there is a path from $j$ to $i$. □

Proposition 11 is a consequence of the properties of unitary matrices.

The following Corollary is related to the structure of the projection operators.

**Corollary 4.** The maximum size of the output alphabet $Y$ of a QM is equal to the dimension of the Hilbert space.

**Proof.** This follows directly from the definition of QMs since the output symbols are directly associated with eigenvalues. The number of eigenvalues is bounded by the dimension of the Hilbert space. □

**Proposition 12.** All incoming transitions to an internal state are labeled with the same output symbol.

**Proof.** Summing the $T(y|x)$ over all $y$ for each $x$ yields the unitary matrices $U(x)$ and the projection operators $P(y)$.

$$\sum_{y \in Y} T(y|x) = \sum_{y \in Y} U(x)P(y) = U(x) .$$

(39)

The $P(y)$ are obtained through the inverse of $U^{-1}(x) = U^\dagger(1)$:

$$P(y) = U^\dagger(x) T(y|x) .$$

(40)

□

Since unitary matrices always have an inverse, given by their complex conjugated transpose, any (unmeasured) state evolution is reversible. This leads to the result that QMs are always reversible.

**Definition.** A QM is reversible if the automaton defined by the transpose of each $U(x)$ and $P(y)$ is also a QM.

**Proposition 14.** All QMs are reversible.

**Proof.** The transpose of a unitary matrix is unitary. The transpose of a projection operator is the operator itself. □

Graphically, the reversed QM is obtained by simply switching the direction of the edges. This produces a machine with the transition amplitudes $T_{ji}$, formerly $T_{ij}$. The original input and output symbols, which labeled ingoing edges to state $q_i$, are again attached to the edges coming into state $q_i$, not going out of $q_i$. Therefore, in general, the languages generated by a QM and its inverse are not the same.
E. Summary

Before we discuss specialized classes of quantum machines we should summarize their common properties. The mathematical representation of a QM state is given by its current state vector. At each time step a symbol is read in, which selects a unitary operator. The operator is applied to the state vector and the latter is measured. The result, an eigenvalue of the observable, is output as a symbol. In the case of no measurement, the null symbol  is output. The vector representation allows one to calculate word probabilities which, in turn, represent the system’s temporal behavior.

An equivalent description of a quantum machine is given by its graphical representation. At any particular point in time the QM is in one or several internal states. During one time step the QM reads in a symbol and follows all outgoing edges from each occupied internal state labeled with the input symbol. It then chooses probabilistically an output symbol and ends in those states that are connected by an edge labeled with that symbol. The discussion of unistochastic matrices leads one to conclude that QM graphs constitute a subset of directed graphs, namely the strongly connected ones. Moreover, all incoming edges to a node are labeled with the same output symbol.

VI. QUANTUM RECOGNIZERS AND GENERATORS

A quantum machine is the most general object, describing a quantum dynamical process in terms of inputs and outputs. We will now specialize a quantum machine into recognizers and generators. We do this by following the strategy we adopted for developing classes of stochastic machines. For each machine class we first give a general definition and then specialize, eventually yielding fully deterministic versions. We establish a number of properties for each type and the compare their descriptive powers. The comparison is done in terms of the process languages each class can recognize or generate. The results are collated together as a computational hierarchy of finitary quantum processes.

A. Quantum recognizers

Quantum finite-state machines are almost exclusively discussed as recognizing devices. Following our development of a consistent set of quantum finite-state machines—that are, in fact, transducers—we can now introduce quantum finite-state recognizers as restrictions of QMs and compare these with alternative models of quantum recognizers.

Definition. A quantum recognizer (QR) is a QM with a set of transition matrices \( \{T(x) = U(x)P(\lambda)\} \), output alphabet \( Y = \{\text{accept}, \text{reject}\} \), and a start state \( \langle \psi^0 \rangle \). A QR assigns the number \( |\langle \psi^0 | T(w) P(\text{accept}) T(w) |\psi^0 \rangle| \) to a word \( w \).

Definition. Given a probability distribution \( \Pr(w) \), a QR accepts, with word-probability threshold \( 0 \leq \delta \leq 1 \), a word \( w = x_0x_1\ldots x_{L-1} \), \( x \in X \), if, on reading each symbol \( x_i \) it

1. follows only allowed transitions \( |T_{ij}(x_i)|^2 > 0 \) and
2. assigns a word probability within \( \delta \): 
\[
|\Pr(w) - |\langle \psi^0 | T(w) P(\text{accept}) T(w) |\psi^0 \rangle| | \leq \delta .
\] 

As with Rs, the set of process symbols consists of only the symbols “accept” and “reject”.

An example of a nonregular process language \( L \) is \( \{w \in L : w = 0^n1^n, \ m \neq n, \ \Pr(w) = \sin^2(\pi k \theta), k = \#_0(w) - \#_1(w), \theta = (\sqrt{5} - 1)/2 \} \). \( L \) contains all the words in which contiguous 0- and 1-blocks have an unequal number of 0s and 1s. (This example extends the nonregular formal language in [61] to a nonregular process language.) An example of a QR that recognizes \( L \) with \( \delta = 0 \) is given in Fig. 9.

Classically, recognizing the support of this language requires a pushdown automaton—an infinite-state device that is more powerful than any finite-state machine [45]. A pushdown automaton employs memory organized as a stack—the last element stored is the first retrieved. In this case, as the pushdown automaton reads in symbols, it uses the stack to balance the number of 0s and 1s by pushing a token onto the stack’s top for each 0 read and by popping a token off the stack top, if a 1 is read. If a 0 is read after a 1 when there is still a token on the stack, the input is accepted and the stack is reset. If a 1 is read in and the stack is empty, the input is also accepted. Otherwise it is rejected.

A QR that recognizes the support and the probability distribution of \( L \) consists of only two states. The transition matrices are given by
\[
T(00) = U(0), \quad T(01) = U(0), \quad T(10) = U(1)P(y), \quad T(11) = U(1),
\] 
with
\[
U(0) = \begin{pmatrix} \cos(\pi \theta) & -\sin(\pi \theta) \\ \sin(\pi \theta) & \cos(\pi \theta) \end{pmatrix}, \quad U(1) = \begin{pmatrix} \cos(\pi \theta) & \sin(\pi \theta) \\ -\sin(\pi \theta) & \cos(\pi \theta) \end{pmatrix},
\] 
where \( \theta = (\sqrt{5} - 1)/2 \) is the irrational above. Note, that \( U(1) \) is the inverse of \( U(0) \). The start vector is \( \langle \psi^0 \rangle = \langle 1, 0 \rangle \) and the projection operators \( P(y) \) are
\[
P(\text{accept}) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad P(\text{reject}) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.
\]
FIG. 9: A quantum finite-state recognizer that accepts a non-regular language: words with contiguous 0- and 1-blocks of unequal length. Classically, this language requires a pushdown (infinite-state) automaton. Edge notation: \( x | p, x \in X \) and \( p = T_{ij} \in \mathbb{C} \). The start state is indicated with an inscribed circle.

The QR reads in a string by sliding a two-symbol window over the string. It operates by rotating the state vector by an irrational angle \( \pi \theta \) for each \( 1 \) read and \(-\pi \theta\) for each \( 0 \) read, where the \( x \) is the second symbol in the two-symbol window. Every time a 10 is read in the state vector is projected. According to Eq. (41), for \( \delta = 1 \) the support is recognized. For \( \delta = 0 \) the probability distribution is recognized in addition.

Every time the state vector is projected it is reset to \( |\psi_0\rangle \). The machine continues to read in symbols. At the end the string is accepted if all outputs are “accept”. If one or more output symbols are “reject”, the string is rejected.

Where the classical automaton required a stack to store the number of \( \delta \)s and \( 1 \)s being read in, the QR stores this information in the state vector itself; namely in the state vector’s phase. No auxiliary storage device, like a stack, is needed to augment the finite-state control.

This example serves to illustrate how quantum devices can be more powerful than their classical counterparts. By way of comparison, the state of a stochastic automaton does not have phase and thus cannot recognize this language.

This QR is nondeterministic. As before, though, we also have deterministic versions of QRs.

**Definition.** A quantum deterministic recognizer (QDR) is a quantum recognizer with a designated start state \( q_0 \in Q \) and transition matrices \( T(x) \) that have at most one nonzero element per row.

**B. Alternative quantum recognizers**

The recent literature has proposed several constructions for quantum finite-state recognizers—recognizers that accept formal languages (the support of a stochastic language). One is a 1-way automaton that reads symbols once and from left to right (say) in the input word [62, 63]. Another is a 2-way automata that reads the input word many times moving either left to right or right to left [63]. The model by Moore and Crutchfield [62] includes one-time measurement at the end of the input word to determine acceptance. In contrast, the automata of Kondacs and Watrous [63] allow for measurements that check for acceptance, rejection, or continuation at every time step. Moore and Crutchfield introduced a generalized quantum finite-state automaton whose transition matrices need not be unitary. A third finite-state automaton model was introduced by Nayak [64] that allows for any orthogonal measurement as a valid intermediate computational step.

These three alternatives appear to be the most widely discussed. There are others, however, and so the above list is by no means complete. Generally, though, these constructions do not serve our needs, as outlined in the introduction, as models of quantum processes.

**C. Quantum generators**

We now introduce quantum finite-state generators as restrictions of QMs and as a complement to recognizers. In contrast to recognizing quantum finite-state machines, purely generating quantum finite-state machines appear to not have been discussed before. A quantum generator is an input-independent QM with its own inner clock. At each step it makes a transition from one state to another and emits a symbol. In this section, we introduce quantum generators and then discuss their properties. In the next section, we illustrate the concepts with examples.

Similar to how a G serves as a computational model for a classical dynamical system, quantum generators are computational models for quantum dynamical systems. The generated language describes the quantum system’s behavior. We will illustrate these points with a number of examples in the following section.

**Definition.** A quantum generator (QG) is a QM with a set of transition matrices \( T(y) = UP(y) \).

As in the classical case there are nondeterministic (just defined) and deterministic QGs.

**Definition.** A quantum deterministic generator (QDG) is a QM in which each matrix \( T(y) \) has at most one nonzero entry per row.

As mentioned earlier, in quantum mechanics one distinguishes between complete and incomplete measurements. Having introduced the different types of quantum generators, we can now explain their connection to complete measurements.

**Definition.** A complete quantum generator (CQG) is a QG observed via complete measurements.

**Proposition 15.** CQGs are deterministic.

**Proof.** Since all projection operators have dimension one, all transition matrices have at most one nonzero element per row. This is the condition for being a QDG.
Complete measurements always define a QDG. There are incomplete measurements, however, that also can lead to QDGs, as we will show shortly. One concludes that \( \mathcal{L}(CQG) \subset \mathcal{L}(QDG) \).

**Definition.** Given a QDG \( \mathcal{M} = \{U, P(y)\} \), the equivalent (classical) DG \( \mathcal{M}' = \{T(y)\} \) has unistochastic state-to-state transition matrix \( T \) with components \( T_{ij} = [U_{ij}]^2 \).

We leave the technical interpretation of “equivalence” to Thm. 3 below.

**D. Properties**

In the following we derive a number of properties of QGs and QDGs. We will use these to characterize the kinds of stochastic languages they can generate. Before we do so, we need to review the density matrix formalism, found in any standard text book on quantum mechanics. It will be very useful in describing the state of a QG. We refer the reader back to Section IVB for an overview of the various notions of state. Most importantly, the state of a QM is a *pure state* at any time. However, as soon as one compares QM’s states over time one must refer to *mixed states*. The main difference with common usage of “mixed state” is that we compare the same state at any time. However, as soon as one compares QM’s states over time one must refer to mixed states. The main difference with common usage of “mixed state” is that we compare the same state over time; whereas, usually different systems are compared at one single point in time. Nevertheless, in both cases, the density matrix formalism is useful.

Let a system be described by a state vector \( \langle \psi_i \rangle \) at time \( t \). If we don’t know the exact form of \( \langle \psi_i \rangle \) but only a set of possible \( \langle \psi_i \rangle \), then we give the best guess as to the real state of the system in terms of a statistical mixture of the \( \langle \psi_i \rangle \). This statistical mixture is represented by a density operator \( \rho \) with weights \( p_i \) assigned to the \( \langle \psi_i \rangle \):

\[
\rho = \sum_i p_i \langle \psi_i \rangle \langle \psi_i \rangle .
\]  

Note that the \( \langle \psi_i \rangle \) are pure states, but not necessarily basis states \( \langle \phi_i \rangle \).

With this notation at hand, we can now formulate and prove a number of properties of QGs and QDGs.

**Definition.** The stationary state \( \langle \phi_i \rangle \) of a QM is the mixed state which is invariant under unitary evolution. That is,

\[
\rho^\ast = U^\dagger \rho^\ast U .
\]  

**Theorem 1.** The stationary state of a deterministic QM is the following maximally mixed state:

\[
\rho^\ast = |Q|^{-1} \sum_{i=0}^{n-1} |i\rangle \langle i| .
\]  

Note that, since the \( \langle \phi_i \rangle \) are basis states, \( \rho^\ast \) is a diagonal matrix, whose diagonal components form \( \langle \phi_i \rangle \).

**Proof.** To prove the theorem we repeatedly use the completeness relation:

\[
\sum_{i=0}^{n-1} |i\rangle \langle i| = I ,
\]  

where \( |i\rangle \) is shorthand for basis state \( \langle \phi_i \rangle \). Any matrix \( M \) can then be written as

\[
\sum_{i,j} |i\rangle \langle j| M_{ij} .
\]  

Since the QM is deterministic its state at any point in time is a single internal state. The QM’s average state can then expressed as the density matrix over basis states:

\[
\rho = \sum_i p_i |i\rangle \langle i| ,
\]  

which is a diagonal matrix. We now show that the coefficients of \( \rho^\ast \) are \( p_i = |Q|^{-1} \):

\[
U^\dagger \rho^\ast U = \sum_{i,j} |i\rangle \langle j| U^\dagger_{ij} \cdot \sum_k p_k |k\rangle \langle k| \cdot \sum_{l,m} |l\rangle \langle l| U_{lm} = \sum_{i,j} |i\rangle \langle j| U^\dagger_{ij} \cdot \sum_k p_k |k\rangle \langle k| U_{km} = \sum_{i,k,m} |i\rangle \langle m| U_{ik} p_k U_{km} = |Q|^{-1} \sum_{i,m} |i\rangle \langle m| \delta_{im} = |Q|^{-1} \sum_i |i\rangle \langle i| = \rho^\ast ,
\]  

where \( \delta_{im} \) is the Kronecker symbol and the second to last row follows from the orthogonality of the rows of unitary matrices. \( \square \)

Having established the concept of stationary state we can now use it to give asymptotic symbol probabilities conditioned on the stationary state \( \rho^\ast \). We find:

\[
Pr(y) = \text{Tr} (T^\dagger(y) \rho^\ast T(y)) = \text{Tr} (P^\dagger(y)) = \text{Tr} (\rho^\ast P(y)) ,
\]  

where \( \text{Tr} \) is the trace. Similarly, the asymptotic word probabilities \( Pr(y^k) \) are:

\[
Pr(y^k) = \text{Tr} (T^\dagger(y^k) \rho^\ast T(y^k)) .
\]  

No further simplification is possible for the general case. Equation (53), however, can be further simplified for single symbol probabilities. As a result we find a concise expression for single-symbol probabilities of QGs.
Theorem 2. The symbol distribution generated by a QG only depends on the dimension of the projection operators and the dimension $|Q|$ of the Hilbert space.

Proof. Eq. (53) simplifies as follows:

$$\Pr(y) = \text{Tr}(\rho^* P(y)) = |Q|^{-1} \dim P(y)$$ (55)

□

Although the single-symbol distribution is determined by the dimension of the subspaces onto which the $P$ and the dimension $L > 1$ are not similarly restricted.

E. Recognition and generation, quantum and classical

To better appreciate what these machines are capable of in this section we amortize the effort in developing the preceding results to describe the similarities and differences between quantum recognizers and generators, as well as between classical stochastic and quantum automata. We collect the results, give a summary and some interpretation, and present a road map (Fig. 10) that lays out the computational hierarchy of finitary quantum processes. As above, when we refer to $\mathcal{L}(M)$ we mean the language or set of languages produced by a machine in class $M$.

We now show that for any QDG there is a DG generating the same process language. Thereby we establish observational equivalence between the different classes of machine.

Theorem 3. Every $\mathcal{L}(QDG)$ is generated by some DG: $\mathcal{L}(QDG) \subseteq \mathcal{L}(DG)$.

Proof. We show that the DG generating $\mathcal{L}(QDG)$ is the equivalent DG, as defined in Sec. V1C, and that the QDG $M$ and its equivalent DG $M'$ generate the same word distribution and so the same process language.

The word probabilities $\Pr_M(w)$ for $M$ are calculated using Eq. (54j) and the QDG’s transition matrices $T_M$:

$$\Pr_M(w) = \text{Tr} \left( T_M^j | w \rangle \langle y | T_M^j \right)$$

$$= \sum_i \langle i | T_M^j | w \rangle \langle y | T_M^j \rangle i$$

$$= |Q|^{-1} \sum_i \sum_j \langle i | T_M^j | w \rangle \langle y | T_M^j \rangle \sum_l \langle l | l \rangle$$

$$\cdot \sum_{m,n} |m \rangle \langle n | T_{mn,M}(w) .$$ (56)

Due to the orthogonality of the basis states this simplifies to

$$\Pr_M(y^L) = |Q|^{-1} \sum_{i,j} T_{ij,M}(y^L) T_{ij,M}(y^L)$$

$$= |Q|^{-1} \sum_{i,j} T_{ij,M}(y^L) T_{ij,M}(y^L) .$$ (57)

The word probabilities $\Pr_{M'}(w)$ for $M'$ are calculated using Eq. (10) and the DG’s transition matrices $T_M$:

$$\Pr_{M'}(y^L) = \langle x^0 | T_M^j | y^L \rangle$$

$$= \sum_{i=0}^{n-1} \left( x^0 \sum_j (T_M^j | y^L \rangle \langle y | T_M^j \rangle) \right)$$

$$= |Q|^{-1} \sum_{i,j=0}^{n-1} (T_M^j | y^L \rangle \langle y | T_M^j \rangle) .$$ (58)

Since $(T_M^j | y^L \rangle \langle y | T_M^j \rangle)_{ij} = (T_M^j | y^L \rangle \langle y | T_M^j \rangle)_{ij}$, from the definition of an equivalent DG, the claim follows. □

A given DG can be observationally equivalent to more than one QDG. This occurs because the phases of the transition amplitudes cancel in the transformation from a QDG.

We can now easily check the languages produced by QDGs.

Corollary 5. For every QDG, supp $\mathcal{L}(QDG)$ is a regular language.

Proof. This follows directly from Thm. 3 and Prop. 4. □

Corollary 6. For every QDG, $\mathcal{L}(QDG)$ is a process language.

Proof. This follows directly from Thm. 3 and Prop. 5.

With this we can begin to compare the descriptive power of the different machine types.

Proposition 16. For every $\mathcal{L}(QDG)$ there is a QDR recognizing it: $\mathcal{L}(QDG) \subseteq \mathcal{L}(QDR)$.

Proof. Let QDG generate the process language $\mathcal{L}$. Consider QDG’s transition matrices $T(y)$ and form a new set $T(x)$ in which $X = Y$. The $T(x)$ define a deterministic recognizer accepting $\mathcal{L}$. □

Proposition 17. For every $\mathcal{L}(QDR)$ there is a QDG generating it: $\mathcal{L}(QDR) \subseteq \mathcal{L}(QDG)$.

Proof. Let QDR accept the process language $\mathcal{L}$. Consider QDR’s transition matrices $T(y)$ and form a new set $T(x)$ in which $Y = X$. The $T(y)$ define a DG generating $\mathcal{L}$. □

Corollary 7. $\mathcal{L}(QDR) = \mathcal{L}(QDG)$.

Proof. From Props. 16 and 17.
Note that determinism is crucial for the above results.

**Proposition 18.** There exists a QR such that $\supp L(QR)$ is not a regular language.

**Proof.** By example: The supp $(\mathcal{L})$ of the QR in Fig. 9 is a nonregular language.

**Corollary 8.** There exists a QR such that $L(QR)$ is not recognized by any SR.

**Proof.** This follows from Cor. 2 and Prop. 18.

**Corollary 9.** There exists a QR such that $L(QR)$ is not generated by any QDG.

**Proof.** This follows from Cor. 5 and Prop. 18.

**Corollary 10.** For every $L(QDR)$ there is a DG generating it.

**Proof.** This follows from Prop. 17 and Thm. 3.

**Proposition 19.** There exists a DG such that $L(DG)$ is not generated by any QDG.

**Proof.** The process language generated by the DG given by
\[ T(0) = \left( \frac{1}{\sqrt{2}} \right) \text{ and } T(1) = \left( 1 - \frac{1}{\sqrt{2}} \right) \]
(a biased coin) cannot be generated by any QDG. According to Thm. 2,
\[ \Pr(y) = \frac{\dim P(y)}{n}, \]
which is a rational number, whereas $\Pr(y)$ for the above biased coin is irrational.

**Corollary 11.** $L(QDG) \subset L(DG)$.

**Proof.** From Thm. 3 and Prop. 19.

**Corollary 12.** $L(QDR) \subset L(SDR)$: There exists a SDR such that $L(SDR)$ is not recognized by any QDR. For every $L(QDR)$ there is a SDR recognizing it.

**Proof.** From Cor. 7, Prop. 19, and Thm. 3.

**Proposition 20.** There exists a SR such that $L(SR)$ is not recognized by any QR.

**Proof.** Theorem 7 in Ref. [62].

At this point it is instructive to graphically summarize the relations between recognizer and generator classes. Figure 10 shows a machine hierarchy in terms of languages recognized or generated by classical nondeterministic machines—DGs and SDRs. These, in turn, are included in the set of languages recognized or generated by classical nondeterministic machines, Gs and SRs, as well as QRs and QGs.

**FIG. 10:** Finitary process language hierarchy: Each circle represents the set of process languages recognized or generated by the inscribed machine class. Increasing height indicates proper containment; machine classes at the same height are not linearly comparable. The hierarchy summarizes the theorems, propositions, and corollaries in Secs. III G and VI E.

**F. Conjectures**

Notably, the relative capabilities of the quantum nondeterministic generators (QGs) and recognizers (QRs) vis-à-vis their stochastic counterparts, which are equivalent, have not been fully delineated.

For example, investigating several QGs revealed that the word distributions they generate depend significantly on the initial state vector. This makes their characterization markedly more difficult than for QDGs. Additionally, the relation between QGs and QRs is unclear. On the one hand, QRs can recognize stochastic languages with nonregular support and they are not measured until they accept or reject inputs. In contrast, QGs can be measured at varying times during their operation according to the measurement protocol. One might be led, therefore, to think that QRs contain QGs as a subclass. On the other hand, the simple proof methods that showed that $G = SR$, would suggest otherwise. Given these competing and incomplete pictures, we close with several conjectures that summarize the open remaining issues. Only two of these require proof, as the others follow as noted.

**Conjecture 1.** QRs and QGs are equivalent: For every $L(QG)$ there is a QR recognizing it and for every $L(QR)$ there is a QG generating it.

**Conjecture 2.** Finite quantum machines are incomparable to finite stochastic machines.

This would follow from the preceding corollary and Prop. 20.

**Conjecture 3.** There exists a QG such that $L(QG)$ is not recognized by any SDR.

**Conjecture 4.** There exists a QG such that $L(QG)$ is not recognized by any QDR.
This would follow from the immediately preceding corollary and Cor. 7.

The preceding results and conjectures serve only to indicate how the finitary process hierarchy is organized. Analyzing how varying the acceptance threshold \( \delta \) and how using differences between word distributions modifies the hierarchy awaits further investigation.

We now turn to the effects of measurement protocol and find a perhaps unexpected richness.

### G. Language diversity

Let’s review the concept of language diversity, introduced in Ref. [65], which adds an important component to the comparison of language classes as well as to the computation-theoretic description of quantum processes. Language diversity shows how QGs can be more powerful than their classical counterparts (Gs)—a comparison that the language hierarchy of Fig. 10 does not address.

The notion of a measurement protocol is familiar from quantum mechanics: We define the measurement period as the number of unitary evolution time steps relative to the application of a projection operator. For a classical system this is less familiar, but it can be used in the same way. The measurement period in that case is the number of internal state transitions relative to observing an output symbol. The internal dynamics remain unaltered in the classical case, whether the system is measured or not. In the quantum case, as we have emphasized, the situation is quite different. Applying a projection operator disturbs the internal dynamics.

**Definition.** [65] A process observed with measurement period \( p \) is measured every \( p \) time steps.

This model of a measurement protocol, subsampling the output time series, reminds one of von Mises’ version of probability theory based on “collectives” [66].

The process language generated by quantum finite-state generator \( M \) for measurement period \( p \) is labeled \( \mathcal{L}^p(M) \). The resulting evolution equation for the state vector is:

\[
|\psi_{t+p}\rangle = |\psi_t\rangle U^p \mathcal{P}(y) .
\]

Consider now the set \( \{ \mathcal{L}^p(M) \} \) of languages generated by \( M \) when varying measurement period. The following is another central result, connecting language theory and quantum processes.

**Proposition 21.** There is a QG such that \( \{ \mathcal{L}^p(QG) \} \) obtained by allowing unmeasured steps cannot be generated by a G. \( \square \)

**Proof.** Consider the example of a QR in Sec. VI A where the \( U(x) \) are rotation matrices about angle \( \theta = \sqrt{2} \). Transforming this into a QG, \( \{ \mathcal{L}^p(QG) \} \) is the set of biased coin processes for all possible biases, which contains an infinite number of languages. \( \square \)

The above result shows that the process language hierarchy changes as a function of measurement protocol. For more details, see Ref. [65]. This result adds an additional motivation for focusing on measured quantum dynamical systems and their capacity for intrinsic computation.

## VII. QUANTUM GENERATORS AND DYNAMICAL SYSTEMS: EXAMPLES

It will be helpful at this point to illustrate various features of QGs by modeling example quantum processes. We start out with deterministic QGs before we arrive at the last example which illustrates a (nondeterministic) quantum transducer (i.e., a QM) with input and output.

### A. Two-state quantum processes

According to Thm. 2 the symbol distribution generated by a QDG only depends on the dimension of the projection operator and the dimension of the Hilbert space. What are the consequences for two-state QDGs? First of all, according to Cor. 4 the maximum alphabet size is 2. The corresponding projection operators can either have dimension 2 (for a single-letter alphabet) or dimension 1 for a binary alphabet. The only symbol probabilities possible are \( \Pr(y) = 1 \) for the single-letter alphabet and \( \Pr(y) = 1/2 \) for a binary alphabet. So we can set aside the single-letter alphabet case as a bit too simple.

At this point, we see that a binary-alphabet QDG can produce only a highly restricted set of process languages. It is illustrative to look at the equivalent DG. Its state-to-state transition matrix is given by

\[
T = \begin{pmatrix} p & 1-p \\ 1-p & p \end{pmatrix} .
\]

For \( p = 0.5 \), for example, this is the fair coin process. It becomes immediately clear that the Golden Mean and the Even processes, which are modeled by two-state classical automata, cannot be represented with a two-state QDG. (The three-state models are given below.)

#### 1. Iterated beam splitter

We now turn to physical two-state processes—various quantum dynamical systems—and build quantum generators for them.

The iterated beam splitter is an example that, despite its simplicity, makes a close connection with real experiment. Figure 11 shows the experimental apparatus. Photons are sent through a beam splitter (thick dashed line), producing two possible paths. The paths are redirected by mirrors (thick horizontal solid lines) and recombined at a second beam-splitter. From this point on the same
apparatus is repeated indefinitely to the right. After the second beam-splitter there is a third and a fourth and so on. Nondestructive detectors are located along the paths, between every pair of beam-splitters. One measures if the photon travels in the upper path and another determines if the photon follows the lower path. In practice one detector would be sufficient.

This is a quantum dynamical system: a photon passing repeatedly through various beam splitters. It has a two-dimensional state space with two eigenstates—“above” and “below”. Its behavior is given by the evolution of the state vector $|\psi\rangle$. The overall process can be represented in terms of a unitary operation for the beam splitter and projection operators for the detectors. The unitary operator for the beam splitter is the Hadamard matrix $U_H$:

$$U_H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \quad (63)$$

The measurement operators have the following matrix representation in the experiment’s eigenbasis:

$$P(0) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad P(1) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad (64)$$

where the measurement symbol 0 stands for “above” and symbol 1 stands for “below”.

Before we turn to constructing a quantum finite-state generator to model this experiment we can understand intuitively the measurement sequences that result from running the experiment for long times. If entering the beam splitter from above, the detectors record the photon in the upper or lower path with equal probability. Once the photon is measured, though, it is in that detector’s path with probability 1. And so it enters the beam splitter again via only one of the two possible paths. Thus, the second measurement outcome will have the same uncertainty as the first: the detectors report “above” or “below” with equal probability. The resulting sequence of measurements after many beam splitter passages is simply a random sequence. Call this measurement protocol I.

Now consider altering the experiment slightly by removing the detectors after every other beam splitter. In this configuration, call it protocol II, the photon enters the first beam splitter, does not pass a detector and interferes with itself at the next beam splitter. That interference, as we will confirm shortly, leads to destructive interference of one path after the beam splitter. The photon is thus in the same path after the second beam splitter as it was before the first beam splitter. A detector placed after the second beam splitter therefore reports with probability 1 that the photon is in the upper path, if the photon was initially in the upper path. If it was initially in the lower path, then the detector reports that it is in the upper path with probability 0. The resulting sequence of upper-path detections is a very predictable sequence, compared to the random sequence from protocol I.

We now construct a QDG for the iterated-beam splitter using the matrices of Eqs. (63)-(64) and the stationary state. The output alphabet consists of two symbols denoting detection “above” or “below”: $Y = \{0, 1\}$. The set of states consists of the two eigenstates of the system “above” and “below”: $Q = \{A, B\}$. The transition matrices are:

$$T(0) = U_H P(0) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix}, \quad (65a)$$

$$T(1) = U_H P(1) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}. \quad (65b)$$

The resulting QDG is shown in Fig. 12. What we previously called protocols I and II correspond to, following the notation introduced in Sec. VI G, measurement protocols with $p = 1$ and $p = 2$, respectively.

The word distribution for the process languages generated by protocols I and II are obtained from Eq. (54). Word probabilities for protocol I (measurement at each time step) are, to give some examples:

$$\Pr(0) = |Q|^{-1} \text{dim}(P(0)) = \frac{1}{2}, \quad (66a)$$

$$\Pr(1) = |Q|^{-1} \text{dim}(P(1)) = \frac{1}{2}, \quad (66b)$$

$$\Pr(00) = \text{Tr} \left( T^\dagger(0) T^\dagger(0) \rho^s T(0) T(0) \right) = \frac{1}{4}, \quad (66c)$$

$$\Pr(01) = \Pr(10) = \Pr(11) = \frac{1}{4}. \quad (66d)$$

Continuing the calculation for longer words shows that the word distribution is uniform at all lengths $\Pr(y^L) = 2^{-L}$.

For protocol II (measurement every other time step)
we find:
\[
\begin{align*}
\Pr(0) &= \text{Tr}(T^\dagger(0\lambda)\rho^s T(\lambda 0)) = \frac{1}{2}, \quad (67a) \\
\Pr(1) &= \text{Tr}(T^\dagger(1\lambda)\rho^s T(\lambda 1)) = \frac{1}{2}, \quad (67b) \\
\Pr(00) &= \text{Tr}(T^\dagger(0\lambda 0\lambda)\rho^s T(\lambda 0\lambda 0)) = \frac{1}{2}, \quad (67c) \\
\Pr(11) &= \text{Tr}(T^\dagger(1\lambda 1\lambda)\rho^s T(\lambda 1\lambda 1)) = \frac{1}{2}, \quad (67d) \\
\Pr(10) &= \Pr(01) = 0. \quad (67e)
\end{align*}
\]

If we explicitly denote the output at the unmeasured time step as \(\lambda\), the sequence 11 turns into \(\lambda\) and the other sequences in protocol II. As one can see, the word probabilities calculated from the QDG agree with our earlier intuitive conclusions.

Comparing the iterated beam splitter QDG to its classically equivalent DG reveals several crucial differences in performance. Following the recipe from Sec. VI E, on how to build a DG from a QDG, gives the classical generator shown in Fig. 13(a). Its transition matrices are:
\[
T(0) = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad T(1) = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

The measurement sequence generated by this DG for protocol I is the uniform distribution for all lengths, as can be easily verified using Eq. (10) or, since it is deterministic, Eq. (14). This is equivalent to the language generated by the QDG. However, the probability distribution of the sequences for the generator under protocol II, ignoring every second output symbol, is still the uniform distribution for all lengths \(L\). This could not be more different from the language generated by the QDG in protocol II.

The reason is that the classical machine is unable to capture the interference effects present in experimental set-up II. A second DG has to be constructed from the QG’s transition matrices for set-up II. This is done by carrying out the matrix product first and then forming its equivalent DG. The result is shown Fig. 13(b). Its transition matrices are:
\[
T(0) = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad T(1) = \frac{1}{2} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]

The two classical DGs are clearly (and necessarily) different. Thus, a single QG can model a quantum system’s dynamics for different measurement periods. Whereas a G only captures the behavior of each individual experimental set-up. This illustrates the utility of QGs over Gs in modeling the behavior of quantum dynamical systems.

2. Quantum kicked top

The periodically kicked top is a generic model of a finite-dimensional quantum system whose classical limit exhibits various degrees of chaotic behavior depending on its control parameter values. The classical limit is approached as spin \(j \to \infty\) [67]. The quantum kicked top is dynamically interesting since it is the quantum analog of the iterated twist and turn map [36].

Here we construct a QDG for the quantum kicked top in its simplest form, with spin \(j = \frac{1}{2}\), and then investigate the resulting process languages. The results illustrate where QMs are useful in investigating quantum dynamical systems and especially in the latter’s transition to classical dynamics.

The periodically kicked top is a spin-\(j\) system evolving in a \(2j+1\)-dimensional Hilbert space. It is exposed to a constant magnetic field in the \(y\)-direction and periodically twisted around the \(z\)-axis due to a kick caused by an orthogonal magnetic field which has the form of a \(\delta\)-function in time. The unitary time evolution operator for the Schrödinger equation is given by
\[
U = e^{-ikJ_z^2/2j}e^{-i\pi/2}J_y/2,
\]
where \(\pi/2\) is the angle of rotation around the \(y\)-axis between two twists, the magnitude of the magnetic field causing the twist is controlled by \(k\), and \(J_y\) and \(J_z\) are the angular momentum operators.
TABLE I: Spin-1/2 quantum kicked top process languages $\mathcal{L}^p$: Calculated using the QDG (see text) for various measurement periods $p = 1, 2, 3, 4$. The word distribution is given for all $y^k \in \mathcal{L}^p$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\text{supp}(\mathcal{L}^p)$</th>
<th>$\mathcal{L}^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 3</td>
<td>$0^* + 1^*$</td>
<td>$\Pr(y^p) = 2^{-L}$</td>
</tr>
<tr>
<td>2</td>
<td>sub((01)$^*$)</td>
<td>$\Pr(((01)^*)^k) = 1/2$</td>
</tr>
<tr>
<td></td>
<td>sub((10)$^*$)</td>
<td>$\Pr(((10)^*)^k) = 1/2$</td>
</tr>
<tr>
<td>4</td>
<td>0$^*$</td>
<td>$\Pr(y^p) = 1$</td>
</tr>
<tr>
<td>1$^*$</td>
<td>$\Pr(y^p) = 1$</td>
<td></td>
</tr>
</tbody>
</table>

For the case of a spin-1/2 system, such as an electron, we obtain the following matrix for $U$ in the basis $\{|\uparrow\rangle, |\downarrow\rangle\}$ for the $z$-direction:

$$U = \begin{pmatrix} \cos(\pi/4) & -\sin(\pi/4) \\ \sin(\pi/4) & \cos(\pi/4) \end{pmatrix} \begin{pmatrix} e^{-ik} & 0 \\ 0 & e^{-ik} \end{pmatrix}.$$  \hspace{1cm} \text{(71)}

The output alphabet $Y = \{0, 1\}$ represents spin-up (0) and spin-down (1), respectively. The projection operators are given by:

$$P(0) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \text{ and } P(1) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$  \hspace{1cm} \text{(72)}

And, finally, the transition matrices are:

$$T(0) = U P(0) \text{ and } T(1) = U P(1).$$  \hspace{1cm} \text{(73)}

The first result is that the kicking strength $k$ does not change the generated process language. This is clear from the transition matrices, since $k$ merely adds a global phase and this does not have an observable effect.

The second result is that, as one varies the measurement period $p$, a number of distinct process languages $\mathcal{L}^p$ are generated. It turns out, though, that any combination of measurement periods generates a process language that is a linear combination of only three different process languages. Choosing the first four measurement periods $p = 1, 2, 3$ and 4 at which these languages are seen, three distinct behaviors are observed. These are given in Table I. The word distributions for these process languages are shown in Fig. 14. $\mathcal{L}^1$ is a random sequence of 0s and 1s. $\mathcal{L}^2$ is a period-2 sequence of alternating 0s and 1s. $\mathcal{L}^3$ is again a random sequence. And $\mathcal{L}^4$ is a sequence of all 0s or all 1s.

Translating this into a more physical language we obtain the following behavior. The spin-1/2 particle is rotating around the $y$-axis. Each time step corresponds to a $\pi/2$ rotation. After one, two, three, or four time steps its spin in the $z$-direction is measured. The three process languages originate in the $\pi/2$ rotation $mod$ $2\pi$. Four unmeasured time steps correspond to a $2\pi$ rotation after which the behavior repeats. The $\delta$-kick by the magnetic field simply adds a global phase to the spin components, which does not affect the measurement outcome.

The number of process languages generated is a characteristic of the types of behavior the quantum dynamical system can exhibit. It should be emphasized that the common way to analyze the quantum kicked top’s behavior is in terms of an ensemble, where expectation values of spin observables are calculated, using density operators. The approach evolves the spin ensemble for a number of time steps. At the end, the expectation values are calculated and interpreted. In effect, this approach assumes quantum behavior should be modeled statistically.

Here we took a different approach by following an individual spin system, measuring it repeatedly, and so monitoring its dynamics under observation. The result is a realistic physical situation in which the system is perturbed by its environment via measurement acts.

**B. Three-state quantum processes**

1. *Golden mean quantum machine*

Recall the classical Golden Mean generator of Fig. 6. A QDG, which generates the same process language, is shown in Fig. 15. The Golden Mean QDG has three states compared to its classical counterpart, which has
only two. It has the following matrix representation. The unitary evolution is given by:

\[
U = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & -1 \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0
\end{pmatrix}.
\] (74)

The system is observed with measurement operators:

\[
P(0) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\text{and } P(1) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\] (75)

The transition matrices \(T(y)\) are then

\[
T(0) = UP(0) = \begin{pmatrix} 0 & \frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 \end{pmatrix},
\] (76a)

\[
T(1) = UP(1) = \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 \end{pmatrix}.
\] (76b)

To illustrate that this QDG produces the Golden Mean word distribution we show how to calculate several of the word probabilities using Thm. 2 and Eq. (54):

\[
\Pr(0) = |Q|^{-1}\dim(P(0)) = \frac{1}{3},
\] (77a)

\[
\Pr(1) = |Q|^{-1}\dim(P(1)) = \frac{2}{3},
\]

\[
\Pr(011) = \text{Tr}(T(011)\rho^*T(011)) = \frac{1}{6}.
\] (77b)

To illustrate the effect of different measurement protocols, cf. Prop. 21, we investigate the generated process language for less frequent measurements, choosing \(p = 5\). We find the process language shown in Fig. 16. The word distribution is obviously very different from the one (recall Fig. 1) obtained with measurement period \(p = 1\).

2. Quantum even process

The next example is a quantum representation of the Even Process. The QDG is shown in Fig. 17 and has the following matrix representation. The unitary evolution is given by:

\[
U = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & -1 \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0
\end{pmatrix},
\] (78)

The measurements by:

\[
P(0) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\text{and } P(1) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\] (79)

The word distributions for lengths up to \(L = 9\) are shown in Fig. 18.

Note that the unitary evolution for the Golden Mean Process and the Even Process are the same, just as the state-to-state transition matrices were the same for their classical versions. The partitioning into subspaces induced by the projection operators leads to the (substantial) differences in the word distributions.

The dependence on subspace partitioning indicates a way to count the number of QDGs for each unitary evolution \(U\). For 3-dimensional Hilbert spaces this is rather straightforward. For each unitary matrix and with a binary alphabet we have three choices for partitioning
subspaces of the Hilbert space: one subspace is two-dimensional and the other, one-dimensional. This yields three QDGs that are distinct up to symbol exchange ($0 \leftrightarrow 1$). For the unitary matrix that generates the Golden Mean and the Even Process (Eq. (78)) two of the three QDGs are equivalent: Row 1 and row 3 of $U$ only differ in phase which has no effect on the language. Thus, the 3-state QDGs defined through $U$ in Eq. (78) are precisely the ones generating the Golden Mean and the Even process languages, respectively.

This very limited number of possible QDGs for any given unitary matrix is yet another indication of the limitations of QMs. Classical Gs do not have the same structural restrictions, since they are not bound by orthogonal partitioning into subspaces, for example. The saving grace for QMs is that they have complex transition amplitudes and so can compute with phase, as long as they are not observed. This is reflected in the language diversity of QMs.

C. Four-state quantum process

We are now in the position to explore the full capabilities of QMs, turning from generators to transducers—QMs with input as well as output. The following example illustrates quantum machines using the tools required to investigate information processing of quantum dynamical systems.

1. Quantum transducer for trapped ions

Consider an atom exposed to short wavelength radiation—the core of numerous experiments that investigate electronic structure and dynamics. The usual protocol is a one-time experiment, exposing the atom to radiation and monitoring changes in structure through electron or photon detectors. As a particular set-up we choose ion-trap experiments found in low-temperature physics and quantum computation implementations, as described in Ref. [18]. For our present purposes it will be sufficient to review the general physical setting.

Imagine a pair of ions kept in a trap by laser fields and static electromagnetic fields. Only two of the electronic levels of each ion are of interest: the ground state and an excited state. Call these level 0 and level 1, respectively. A third auxiliary level is required for laser cooling and other operations, which we leave aside here since it has no significance for the description of the process. The two ions are coupled to each other through phonon exchange, as shown schematically in Fig. 19.

By choosing suitable wavelengths several distinct operators can be implemented. One of them is a Hadamard operator that produces a superposition of electronic states $|0\rangle$ and $|1\rangle$. Another is a phase operator that yields an entangled state of the two ions. The respective laser pulses, so-called Rabi pulses, induce an electronic excitation and a vibrational excitation. The result is vibrational coupling of the four levels. All other operations are subsets of these two; see Ref. [18]. The operators are named $U_a$, $U_b$, and $U_c$; matrix representations are given shortly. As is already familiar from the iterated beam splitter, the operators are activated repeatedly one after the other in a closed loop.

To model the quantum dynamical system the state vector and operator matrices need to be specified. The four
basis states spanning the Hilbert space are given by:

\[ \langle \phi_A \rangle = \langle 00 \rangle , \quad \langle \phi_B \rangle = \langle 01 \rangle , \quad \langle \phi_C \rangle = \langle 10 \rangle , \quad \langle \phi_D \rangle = \langle 11 \rangle . \]

The three unitary operations in matrix form are:

\[
U_a = H \otimes H = \frac{1}{2} \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
\end{pmatrix}, \quad (80a)
\]

\[
U_b = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
\end{pmatrix}, \quad (80b)
\]

\[
U_c = H \otimes I = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
\end{pmatrix}. \quad (80c)
\]

The projection operators are chosen to measure the electronic state of ion 1 only and have the matrix form:

\[
P(0) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} \quad \text{and} \quad P(1) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}. \quad (81)
\]

The QM is now easily assembled. The set of states and the input and output alphabets are, respectively:

\[ Q = \{ A, B, C, D \} , \]

\[ X = \{ a, b, c \} , \quad \text{and} \]

\[ Y = \{ 0, 1 \} . \]

This QM’s graph is shown in Fig. 20.

To illustrate its operation we consider two measurement protocols. For each we use input sequence \((abc)^+\).

- Measurement protocol I \((p = 1)\): Measure ion 1 after each unitary operation. The resulting state vector evolution is:

\[
\langle \psi_{t+1} \rangle = \langle \psi_t \rangle U_a P(y) , \quad (82a)
\]

\[
\langle \psi_{t+2} \rangle = \langle \psi_{t+1} \rangle U_b P(y) , \quad (82b)
\]

\[
\langle \psi_{t+3} \rangle = \langle \psi_{t+2} \rangle U_c P(y) . \quad (82c)
\]

- Measurement protocol II \((p = 3)\): Measure ion 1 only after three unitary operations. This leads to evolution according to

\[
\langle \psi_{t+3} \rangle = \langle \psi_t \rangle U_a U_b U_c P(y) . \quad (83)
\]

The probability distributions of the observed sequences are shown in Figs. 21 and 22. The two distributions differ substantially. On the one hand, protocol II simply yields the process language of alternating 0s and 1s. Protocol I, on the other hand, yields a much larger set of allowed words. In particular, it is striking that sup \( L^I \) is forbidden behavior under protocol I. The words 0101 and 1010 are forbidden under protocol I, whereas they are the only allowed words of length \( L = 4 \) under protocol II.

Not only does this example illustrate that a simple change in measurement protocol leads to a substantial change in the observed dynamics. It is also not clear a priori when a more complicated behavior is to be expected. That is, more frequent measurement yields more complicated behavior. Without quantifying how complex that complicated behavior is, it turns out that it is not always the longer period of coherent, unperturbed unitary evolution that yields more complex processes. This will have consequences for feasible implementations of quantum computational algorithms.

2. Deutsch algorithm as a special case

It turns out that the trapped-ion experiment implements a quantum algorithm first introduced by Deutsch [58]. The algorithm provided an explicit example of how a quantum machine could be superior to a classical one.

Consider a binary-valued function \( f : \{1, 2, \ldots, 2N \} \rightarrow \{0, 1\} \). Let \( U \) be the device that computes the function \( f \). If we successively apply \( f \) to \( 1, 2, \ldots, 2N \), we get a string \( x^{2N} \) of length \( 2N \). The problem then is to find a true statement about \( x^{2N} \) by testing the following two properties:

A: \( f \) is not constant: There are not only 0s or only 1s in \( x^{2N} \).

B: \( f \) is not balanced: There are not as many 0s as 1s in \( x^{2N} \).

If statement A is false, we can be certain that statement B is true and vice versa. Deutsch and Josza [68] showed that a quantum computer can determine the true statement, either A or B, after only two invocations of the operation \( U \), whereas a classical computer requires \( N + 1 \)
FIG. 20: Quantum machine for a trapped-ion system exposed to radiation of various wavelengths. The input alphabet $X = \{a, b, c\}$ and output alphabet $Y = \{0, 1\}$ represent unitary operations and electronic states, respectively.

calls in the worst case. Taking into account the computational steps for establishing the start state and reading out the result, a quantum computer can evaluate the function $f$ in constant time, whereas a classical computer needs a time polynomial in $N$.

To compare the algorithm with the trapped-ion dynamical system, and to keep issues simple but still informative, we use the basic version ($N = 2$) of the Deutsch algorithm of Ref. [11, p. 32]. (Recall that in our notation $\langle \psi |$ is the state vector, not $| \psi \rangle$, as is common elsewhere.) Figure 23 shows the algorithm as a quantum circuit. Each qubit occupies one horizontal line and the applied unitary transformations are shown as boxes. The overall procedure is summarized in Table II. The unitary operations $H$ and $U_f$ in Fig. 23 are the same as $H$ and $U_b$ in the trapped-ion experiment. The unitary operator in the trapped-ion system is that for a balanced function.

The implementation of the Deutsch algorithm is equivalent to the trapped-ion system under measurement protocol II, with $U_b$ chosen accordingly. Measuring ion $1$ after three time steps delivers the desired answer as output ($0=A$ or $1=B$). Thus, implementing the Deutsch al-

FIG. 21: Process language generated by the trapped-ion quantum dynamical system of Fig. 19 for protocol I (measurements performed at each time step).

FIG. 22: The generated process languages of the trapped-ion dynamical system from Fig. 19 for measurements performed every three time steps.
be a straightforward extension of the preceding analysis in terms of quantum finite-state machines will allow one to clearly identify which properties of a dynamical system can exhibit. Having both stochastic (nonquantum) and quantum finite-state machine models allows one to correctly identify which properties of a dynamical system are quantum mechanical and which are essentially classical and probabilistic.

A next step will be to use tools from information theory.

TABLE II: Deutsch algorithm to determine if \( f(x) \) is balanced or constant. \( H \) and \( I \) are the Hadamard and identity matrices, respectively. \( \otimes \) denotes the tensor product.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Two qubits put in states</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>0\rangle ) and (</td>
<td>1\rangle ), respectively.</td>
</tr>
<tr>
<td>2. Hadamard transform applied to both qubits.</td>
<td>( \psi_0 = (H \otimes H) \psi_0 )</td>
<td></td>
</tr>
<tr>
<td>3. Operation ( U_f ) implementing the function ( f(x) ) is applied.</td>
<td>( \psi_1 = (H \otimes I) \psi_1 )</td>
<td></td>
</tr>
<tr>
<td>4. Hadamard transform applied to the first qubit.</td>
<td>( \psi_2 = (-1)^{f(x)} (I \otimes I) \psi_1 )</td>
<td></td>
</tr>
<tr>
<td>5. First qubit is measured.</td>
<td>( \psi_3 = (H \otimes I) \psi_2 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \langle \psi_3</td>
<td>P(0) \rangle )</td>
</tr>
</tbody>
</table>

VIII. CONCLUDING REMARKS

We introduced quantum finite-state generators as a first step toward a computation-theoretic description of quantum dynamical processes. A quantum process is modeled by a quantum finite-state machine and its behavior is represented by the language it generates. This allows us to build a computational hierarchy of finitary quantum processes.

Starting at the lowest level of Chomsky’s hierarchy we discussed finite-state recognizers—machine’s that determine whether or not a given sentence obeys the grammatical rules of a language. Translating that task into stochastic languages led to stochastic and then quantum finite-state recognizers. We extended these concepts from recognizing to generating devices. As far as we are aware, in the quantum setting, this has not been discussed before.

We laid out the mathematical foundations of these objects and developed a hierarchy of classical and quantum machines in terms of the set of languages they recognize or generate. In many cases it turned out that quantum devices were less powerful than their classical analogs. We saw that the limitations of quantum finite-state machines originate in the unitarity of the transition matrices. This suggested that QMs, being reversible, are less powerful than nonreversible classical automata, since the inverse condition constrains the transition matrices.

However, one must be careful to not over-interpret this state of affairs. It has been known for some time that any universal computation can be implemented in a reversible device [69]. Typically, this requires substantially more resources, largely to store outcomes of intermediate steps. In short, reversibility does not imply less power for classical computers. At the end of the day computational resources are variables that trade-off against each other. The 3-state QDG examples of the Golden Mean and the Even processes illustrated such a trade-off. Although the QDG needs more states than the equivalent DG to generate the same process language, different measurement protocols yielded a new set of process languages—an aspect that makes QDGs more powerful than DGs.

An exception to the view that finite quantum machines are less powerful than their classical counterparts was found as one varied the measurement protocol. We saw the language diversity of quantum systems is greater than classical analogs. This is notable since all experiment interacts with quantum systems through measurement.

These results were then applied to physical systems that could be analyzed in terms of the process languages they generate. One example, that of two trapped ions exhibited a process language of very rich structure. This, and the fact that the system implements a quantum algorithm, opens up a way to an information-theoretic analysis of quantum processes. One can begin to analyze quantum algorithms in terms of their information processing power and do so independent of particular physical implementations. Results on this will appear elsewhere.

In a complementary way, we showed that any quantum process can be investigated in terms of its intrinsic information processing power. A quantum finite-state machine can model the behavior of a quantum dynamical system. The example of the quantum kicked top, a simple quantum dynamical system, illustrated the construction procedure. It allowed for a formal language analysis of the system’s behavior and led to insights into the behaviors the system can exhibit. Having both stochastic (nonquantum) and quantum finite-state machine models allows one to clearly identify which properties of a dynamical system are quantum mechanical and which are essentially classical and probabilistic.

A next step will be to use tools from information the-
ory and automata theory to define a measure of intrinsic computation inherent in quantum systems. One possible benefit would be methods to classify dynamical behavior in a hierarchy based on relative information storage and generation capacity. These could be used to elucidate the power of future quantum computational substrates. The basic question one asks about a dynamical system’s intrinsic computation—amount of historical information stored, storage architecture, and transformations that produce future behavior—could then be answered. This, we believe, will lead to a new and constructive view of quantum intrinsic computation. In any case, we hope that integrating quantum computation and quantum dynamics will receive further attention.
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