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Abstract

This paper shows how to simplify the calculation of preimages in cellular automata. The method is based on the so called De Bruijn diagrams and work for any $k$-states and $r$-radius in one dimensional space. In order to calculate preimages, we construct preimage matrices from the De Bruijn diagram and an operator defined on these matrices. In this way the problem of calculating preimages is reduced to solving the classic Path-finding Problem in graph theory, where all possible paths are the preimages of the cellular automaton.
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1 Introduction

Cellular automata are discrete mathematical models that have been shown to be useful in studying diverse types of phenomena ranging from physics to biology and from individual to collective behaviour. They originate in von Neumann’s work on machine self-reproduction (12) and the studies of shift spaces by Hedlund (3). One important issue in studying a given cellular automata model is how to calculate the preimages of its evolution; since these
preimages can be used to study the dynamics of the global behaviour of cellular automata by the construction of basin of attraction, study surjective and injective properties\footnote{Meaning mapping between configurations}, or building cyphering schemes, among others.

The \textit{De Bruijn diagram} \cite{2} has been a very useful tool in the study of cellular automata. Nasu \cite{7} used it to study surjective and injective properties. Stephen Wolfram \cite{13} described it as a non-deterministic finite machine. Erica Jen \cite{4} worked with it to consider the concept of recursive relations and the enumeration of preimages. McIntosh \cite{5,6} used it to enumerate still life and periodic preimages and to study how to proliferate preimages in relation to configuration growth. Sutner\cite{10}, who used it to determine if a given one-dimensional cellular automaton is reversible, also used it \cite{11} to characterize surjective mapping property; and recently Yan Deqin \cite{15} applied it to enumerate preimages themselves. However, although in published works the \textit{De Bruijn diagram} is used for computing many properties about preimages, there is no report on the calculation of preimages themselves. The current methods to calculate preimages themselves was proposed in \cite{14} using an algorithmic approach and in \cite{9} by making use of subset diagrams. This paper shows how to calculate preimages in a more simplified scheme, by systematically operating over matrices obtained from the \textit{De Bruijn diagram}.

The importance of the \textit{De Bruijn diagram} is that its edges can be interpreted twofold: either as the mapping of a local rule, which describes the evolution of the cellular automaton or as a description of the neighborhood of this mapping. In this context the edges represent overlaps with their associate vertices, which constitute part of the neighborhood. The De Bruijn diagram can be analyzed using graph theory concepts to obtain the properties of the underlying one-dimensional cellular automata. Specifically, matrix theory can be a powerful tool to perform this analysis. In this context Erica Jen \cite{4}, McIntosh \cite{5} and Yan Deqin \cite{15} used De Bruijn matrices to enumerate preimages since these matrices tell us when such preimages actually exist. But if we want to know both the quantity of preimages and their nature, we need to define preimage matrices and a new operator to calculate them. The work presented here provides a systematic and straightforward method to obtain both the quantity and the structure of preimages.

\section{One-dimensional Cellular Automata}

\begin{definition}
A one-dimensional cellular automaton is a quintuple, \(\{\Sigma, \Phi, \varphi, \eta, c_0\}\), wherein:
\end{definition}

\footnote{Meaning mapping between configurations}
\[ \sum \] is a finite set of states, from which the configurations of \( c \) cells take their values, \( c: \mathbb{Z} \to \sum \).

- \( \eta_r(x_i) = x_{i-r}, \ldots, x_i, \ldots, x_{i+r} \) is the neighborhood of \( x_i \) of radius \( r \), whose size is \( \tau = |\eta_r(x_i)| \).
- \( \varphi: \Sigma^\tau \to \Sigma \), a local function which maps neighborhoods with size \( \tau \) to a set of states \( \Sigma \).
- \( C_0 \), an initial configuration which is the starting point of the evolution.
- \( \Phi \) is a global function that computes transformations between sets of configurations.

The cellular automaton dynamics consists of passing from one configuration to another \( \Phi: \Sigma^\mathbb{Z} \to \Sigma^\mathbb{Z} \) in discrete steps \( t \in \mathbb{N} \). To perform the transformation between configurations, the function \( \Phi \) needs the local rule \( \varphi: \Sigma^\tau \to \Sigma \) that computes the next state of a cell from the current states of all the cells in its neighborhood:

\[
x_i^{t+1} = \varphi(\eta(x_i^t))
\]

The space of cellular automaton can be viewed as a one-dimensional bi-infinite array of cells, but for practical studies it is taken as finite and the ends are closed to form a ring, i.e. with periodic boundary conditions.

3 The De Bruijn diagram

The De Bruijn diagram is a directed graph \( G = (V, E) \) with a set of vertices \( V(G) = \Sigma^{\tau-1} \). In terms of one-dimensional cellular automata, each element of \( V(G) \) is formed by all different sequences of \( \tau - 1 \) cells. Here \( E(G) \) is a set of edges where each element is associated with a pair of elements of \( V(G) \); two vertices \( v_1 = x_1x_2x_{\tau-1} \) and \( v_2 = y_1y_2y_{\tau-1} \) in \( V(G) \) overlap if \( x_2 = x_1, x_3 = y_2, \ldots, x_{\tau-1} = y_{\tau-2} \). In this way we associate the edge \( e_{1,2} = (v_1, v_2) \) which is represented graphically by an arrow pointing from \( v_1 \) to \( v_2 \). Consequently \( E(G) = \Sigma^\tau \) represents the complete set of neighborhoods of the cellular automaton. We can take each labeled edge as the state in which the neighborhood evolves according to the local rule \( \phi \) or we can take each labeled edge with the neighborhood.

4 Preimages

To enumerate preimages Jen(4), McIntosh (5) and Yan Deqin (15) used connectivity matrices of De Bruijn diagrams. This matrix tells us when it is
possible to have preimages for each state \( s \in \Sigma \); these authors show that by multiplying a sequence of those matrices we can obtain the enumerations of the preimages of the sequence formed for the mapping associated to these sequences of matrices.

However, if we want to determine the preimages, we need other characteristics of the De Bruijn diagram. The main focus here is to travel through the graph taking into account the preimages, or the nodes’ overlaps. Thus we should label each edge as \( e_{i,j} = N(v_i, v_j) \), meaning the neighborhood representing the overlaps between node \( v_i \) and \( v_j \) or \( N(v_i, v_j) \). A sequence of \( h \) edges can be written as: \( u_{i,k_1...j} = (v_i, v_{k_1})(v_{k_1}, v_{k_2}), \ldots, (v_{k_{h-1}}, v_j) \).

We can consider the states of the cellular automata as the set of states \( \Sigma \) or alphabet. A string or word \( w \) will be a finite sequence of symbols. A special string is the empty string, which we shall denote by \( \lambda \). If \( w_1 \) and \( w_2 \) are strings, then the extended concatenation of \( w_1 \) and \( w_2 \), written \( w_1 \bullet w_2 \), is the string formed by the symbols of \( w_1 \) followed by the last element of the string \( w_2 \). For example, “321” \( \bullet \) “321” = “1321”. The extended concatenation of the empty string is not valid\(^2\). To calculate a extended concatenation neither \( w_1 \) nor \( w_2 \) can be equal to \( \lambda \). In this way we can approach the problem to calculate preimages as a Path-finding problem (1) but with a refined difference in the concatenation operator.

The sequences of preimages are formed by taking the edge \((v_i, v_{k_1})\) and concatenating it with the last element of the edge \((v_{k_1}, v_{k_2})\) and the result will be concatenated with the last element of \((v_{k_{h-1}}, v_j)\). Then the word formed by the sequence \( h \) is \( u_{i,k_1...j} = (((v_i, v_{k_1}) \bullet (v_{k_1}, v_{k_2})) \bullet \ldots \bullet (v_{k_{h-1}}, v_j)) \).

Each word in the resulting language consists, in short, of applying the operation \( \bullet \) in the sequences of edges as mentioned before. This word will be the preimage sequence and the set of these words is a language formed by all preimage sequences. If we want to consider all the preimages for a particular sequence, we need a matrix that tells us not only if it is possible to have a preimage but also what the preimage is for each state of the cellular automaton. The matrices that give this information are called preimage matrices and they are defined as:

\[ M(s)_{i,j} \]

\[ M(s)_{i,j} = \begin{cases} \{N(v_i, v_j)\} & \text{If } \phi(N(v_i, v_j)) = s \text{ where } s \in \Sigma \\ \emptyset & \text{elsewhere} \end{cases} \]  

\(^2\) This is because when the operand is empty the preimages cannot exist
where its element sets are neighborhood that represent \( v_i \) and \( v_j \) for \( i, j = 1 \ldots |V(G)| \) it means \( N(v_i, v_j) \), where the mapping corresponds to state \( s \in \Sigma \). To simplify the notation we will denote \( M(s)_{i,j} \) as \( M_s \).

Next we need an operator \( \ominus \) that calculates the preimages from \( M_s \) of the De Bruijn diagram. In order to calculate preimages from preimage matrices, we put forward the following:

**Definition 3** Let \( A = [a_{ik}] \) be a preimage matrix \( m \times n \) and \( B = [b_{kj}] \) a preimage matrix \( n \times p \). The operator \( \ominus \) of \( A \) and \( B \) denoted by \( A \ominus B \) is a preimage sequencer matrix \( C \), whose elements \( c_{i,j} \) are defined by:

\[
c_{i,j} = \bigcup_{k=1}^{n} a_{ik} \otimes b_{kj}
\]

where

\[
a_{ik} \otimes b_{kj} = \begin{cases} 
\bullet^n a_{ij} v(b_{j1}) & \text{If } a_{ik} \neq \emptyset \text{ and } b_{kj} \neq \emptyset \\
\emptyset & \text{otherwise}
\end{cases}
\]

\( v(b_{j1}) \) takes the last element of \( (b_{jk}) \) and \( \bullet \) is the operation concatenation.

Note that this operation is only defined when \( a_{ik} \) has one or more configurations and when \( b_{kj} \) contains just one; in this way we concatenate each configuration of \( a_{ik} \) to the last digit or cell of \( b_{kj} \).

In order to calculate the preimages of a cellular automaton configuration \( a_1a_2a_3 \ldots a_w \) where \( a_i \in \Sigma \) for \( i = 1 \ldots w \), we need to calculate the composition of the operator \( \ominus \) over the matrices \( M_{a_1} M_{a_2} M_{a_3} \ldots M_{a_k} \) which represent the sequence \( a_1a_2a_3 \ldots a_k \),

\[
M_{a_1a_2a_3 \ldots a_k} = (((M_{a_1} \ominus M_{a_2}) \ominus M_{a_3}) \ominus \ldots) \ominus M_{a_k}).
\]

The result of this operation \( M_{a_1a_2a_3 \ldots a_k} \) will contain all the sequences that are preimages of \( a_1a_2a_3 \ldots a_k \). If the elements of \( M_{a_1a_2a_3 \ldots a_k} \) are all \( \emptyset \) then \( a_1a_2a_3 \ldots a_k \) is a Garden of Eden.

5 Study cases

Consider a one-dimensional cellular automaton with \( \Sigma = \{0, 1, 2\} \), \( \tau=3 \), and the following evolution rule:
Matrices are as follows:

\[
\begin{align*}
{0, 0, 0} &\rightarrow 1, \ {0, 0, 1} \rightarrow 1, \ {0, 0, 2} \rightarrow 0 \ {0, 1, 0} \rightarrow 1, \ {0, 1, 1} \rightarrow 2, \ {0, 1, 2} \rightarrow 2 \\
{0, 2, 0} &\rightarrow 0, \ {0, 2, 1} \rightarrow 1, \ {0, 2, 2} \rightarrow 0 \ {1, 0, 0} \rightarrow 1, \ {1, 0, 1} \rightarrow 1, \ {1, 0, 2} \rightarrow 0 \\
{1, 1, 0} &\rightarrow 0, \ {1, 1, 1} \rightarrow 2, \ {1, 1, 2} \rightarrow 1 \ {1, 2, 0} \rightarrow 2, \ {1, 2, 1} \rightarrow 2, \ {1, 2, 2} \rightarrow 1 \\
{2, 0, 0} &\rightarrow 1, \ {2, 0, 1} \rightarrow 0, \ {2, 0, 2} \rightarrow 2 \ {2, 1, 0} \rightarrow 0, \ {2, 1, 1} \rightarrow 1, \ {2, 1, 2} \rightarrow 0 \\
{2, 2, 0} &\rightarrow 0, \ {2, 2, 1} \rightarrow 2, \ {2, 2, 2} \rightarrow 2 \\
\end{align*}
\]

This rule can be represented by a graph. We can build a De Bruijn diagram (see Figure 1) in which vertices are a portion of the neighborhood. Under this example the vertices are “00”, “01”, “02”, “10”, “11”, “12”, “20”, “21”, “22”. The edges associate two nodes to create a neighborhood by overlapping. The neighborhood or edges that can be formed are “000”, “001”, “002”, “010”, “011”, “012”, “020”, “021”, “022”, “100”, “101”, “102”, “110”, “111”, “112”, “120”, “121”, “122”, “200”, “201”, “202”, “210”, “211”, “212”, “220”, “221”, “222”. Finally, the direction of the edges indicates the way the overlap is possible, and the type of edge denotes the mapping of the neighborhood.

From this graph we can obtain the preimage matrices. Below we have 3 preimage matrices, one for each state. The entries of these matrices give us the neighborhood which maps the state representing each matrix. The preimage matrices are as follows:

\[
M_0 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
M_1 = \begin{pmatrix}
\{000\} & \{001\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\{010\} & \{011\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\{012\} & \{021\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\{020\} & \{022\} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
Fig. 1. The De Bruijn diagram representing mapping through its edges. Dotted edges correspond to mapping in 0, dashed edges mapping in 1, and solid edges mapping in 2.

For instance, if we want to know the preimages of “01221”, we have to calculate:

$$M_{01221} = (((M_0 \circ M_1) \circ M_2) \circ M_2) \circ M_1$$

The result for this case reads:
The configurations “1101200”, “1101211”, “1101112”, “2101200”, “2101211”, “2122211” and “2101112” of $M_{01221}$ are the preimages of “01221”. Some of these preimages can be illustrated in the evolution (see Figure 2) of this cellular automaton.

Fig. 2. An example of the spatiotemporal dynamics of the cellular automaton described in this text. Here the preimage configuration and its image are marked by bold lines. The states 0,1 and 2 are represented by different gray levels, from white to black.

6 Conclusion

In order to know both the quantity and the nature of preimages in an arbitrary one-dimensional cellular automata, we redefined the times operation between matrices in terms of unions of concatenations in the same way as in the approach of regular algebras in Path-finding problems (1), but with a subtle difference: the definition of the concatenation operator. This difference makes it straightforward to calculate the preimages in cellular automata in terms of the Path-finding problem. With this change in the concatenation operator, a new algebraic structure remains to be described. The Path-finding
approach in the De Bruijn diagram reduces the problem of calculating preimages into operating on matrices. This approach thus provides a powerful and elegant framework to calculate preimages in cellular automata. This tool will be useful to study further properties in cellular automata, such as characterizing time-density behavior in cellular automata, calculating preimage trees, obtaining accurate calculations of topological measures based on the spaces of preimages and obtaining accurate statistical measures that can improve the previous scheme of classification of cellular automata.
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